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Abstract 
 

 

In this new era of technology, companies and developers around the world are talking 

about embracing artificial intelligence (AI), machine learning (ML), and deep 

learning (DL). Deep learning systems help a computer model to filter the input data 

through layers to predict and classify information. Assertive vision also focuses on 

artificial Intelligence and Machine learning resources and its other concepts for 

identifying the image and object on the basis of their attributes and features and then 

will provide caption to them and then the caption text which is generated will be 

converted to voice using API’s. Computer vision based assertive devices for the blind 

is promising and efficient technology and help the blind people in understanding the 

surrounding. The purpose of this model is to generate captions for an image. Image 

captioning aims at generating captions of an image automatically using deep learning 

techniques. Initially, the objects in the image are detected using a Convolutional 

Neural Network (InceptionV3). Using the objects detected, a syntactically and 

semantically correct caption for the image is generated using Recurrent Neural 

Networks (LSTM) with attention mechanism. Computer vision has become 

ubiquitous in our society, with applications in several fields. In this project, we focus 

on one of the visual recognition facets of computer vision, i.e. image captioning. The 

problem of generating language descriptions for visual data has been studied from a 

long time but in the field of videos. In the recent few years emphasis has been lead on 

still image description with natural text. Due to the recent advancements in the field 

of object detection, the task of scene description in an image has become easier. 

Computer vision has become ubiquitous in our society, with applications in several 

fields. In this project, we focus on one of the visual recognition facets of computer 

vision. 

 

 

Keywords: Computer Vision, CNN, LSTM, Deep learning. 
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                                    1. INTRODUCTION 

 
Artificial Intelligence (AI) is now at the heart of innovation economy and thus the 

base for this project is also the same. In the recent past a field of AI namely Deep 

Learning has turned a lot of heads due to its impressive results in terms of accuracy 

when compared to the already existing Machine learning algorithms. The task of 

being able to generate a meaningful sentence from an image is a difficult task but can 

have great impact, for instance helping the visually impaired to have a better 

understanding of images. 

 

Automatically generating captions to an image shows the understanding of the image 

by computers, which is a fundamental task of intelligence. For a caption model, it not 

only needs to find which objects are contained in the image and also needs to be able 

to express their relationships in a natural language such as English. Recently work 

also achieve the presence of attention, which can store and report the information and 

relationship between some most salient features and clusters in the image. This 

project describes approaches to caption generation that attempt to incorporate a form 

of attention with two variants: a ―hard‖ attention mechanism and a ―soft‖ attention 

mechanism.  

 

In his work, the comparison of the mechanism shows ―soft‖ works better and we will 

implement the ―soft‖ mechanism in our project. If we have enough time we will also 

implement a ―hard‖ mechanism and compare the results. In our project, we do image-

to-sentence generation. This application bridges vision and natural language. If we 

can do well in this task, we can then utilize natural language processing technologies 

to understand the world in images. In addition, we introduced an attention 

mechanism, which can recognize what a word refers to in the image, and thus 

summarize the relationship between objects in the image. This will be a powerful tool 

to utilize the massive unformatted image data, which dominates the whole data in the 

world. We will then try to convert that captioned to text to voice so that physically 

challenged peoples have a better understanding of the surrounding. 

 

Every day, we encounter a large number of images from various sources such as the 
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internet, news articles, document diagrams and advertisements. These sources contain 

images that viewers would have to interpret themselves. Most images do not have a 

description, but the human can largely understand them without their detailed 

captions. However, machine needs to interpret some form of image captions if 

humans need automatic image captions from it. Image captioning is important for 

many reasons. Captions for every image on the internet can lead to faster and 

descriptively accurate images searches and indexing. 

 

Ever since researchers started working on object recognition in images, it became 

clear that only providing the names of the objects recognized does not make such a 

good impression as a full human-like description. As long as machines do not think, 

talk, and behave like humans, natural language descriptions will remain a challenge to 

be solved. Image captioning has various applications in various fields such as 

biomedicine, commerce, web searching and military etc. Social media like Instagram , 

Facebook etc. can generate captions automatically from images. 

 

 

1.1 MOTIVATION  

 

Generating captions for images is a vital task relevant to the area of both Computer 

Vision and Natural Language Processing. Mimicking the human ability of providing 

descriptions for images by a machine is itself a remarkable step along the line of 

Artificial Intelligence. The main challenge of this task is to capture how objects relate 

to each other in the image and to express them in a natural language (like 

English).Traditionally, computer systems have been using pre-defined templates for 

generating text descriptions for images. However, 1 this approach does not provide 

sufficient variety required for generating lexically rich text descriptions. This 

shortcoming has been suppressed with the increased efficiency of neural networks. 

Many state of art models use neural networks for generating captions by taking image 

as input and predicting next lexical unit in the output sentences. 
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1.2 WHAT IS DEEP LEARNING 
 

Deep learning is a subset of machine learning, which is essentially a neural network 

with three or more layers. These neural networks attempt to simulate the behavior of 

the human brain—albeit far from matching its ability—allowing it to ―learn‖ from 

large amounts of data. While a neural network with a single layer can still make 

approximate predictions, additional hidden layers can help to optimize and refine for 

accuracy. 

Deep learning drives many artificial intelligence (AI) applications and services that 

improve automation, performing analytical and physical tasks without human 

intervention. Deep learning technology lies behind everyday products and services 

(such as digital assistants, voice-enabled TV remotes, and credit card fraud detection) 

as well as emerging technologies (such as self-driving cars).Machine learning and 

deep learning models are capable of different types of learning as well, which are 

usually categorized as supervised learning, unsupervised learning, and reinforcement 

learning. Supervised learning utilizes labeled datasets to categorize or make 

predictions; this requires some kind of human intervention to label input data 

correctly. In contrast, unsupervised learning doesn’t require labeled datasets, and 

instead, it detects patterns in the data, clustering them by any distinguishing 

characteristics. Reinforcement learning is a process in which a model learns to 

become more accurate for performing an action in an environment based on feedback 

in order to maximize the reward. 

Deep neural networks consist of multiple layers of interconnected nodes, each 

building upon the previous layer to refine and optimize the prediction or 

categorization. This progression of computations through the network is called 

forward propagation. The input and output layers of a deep neural network are 

called visible layers. The input layer is where the deep learning model ingests the data 

for processing, and the output layer is where the final prediction or classification is 

made. 

 

 

https://www.ibm.com/cloud/learn/machine-learning
https://www.ibm.com/cloud/learn/what-is-artificial-intelligence
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1.3 Model Overview 

The model proposed takes an image I as input and is trained to maximize the 

probability of p (S|I) where S is the sequence of words generated from the model 

and each word St is generated from a dictionary built from the training dataset. The 

input image I is fed into a deep vision Convolutional Neural Network (CNN) which 

helps in detecting the objects present in the image. The image encoding surpassed 

on to the Language Generating Recurrent Neural Network (RNN) which helps in 

generating a meaningful sentence for the image as shown in the fig. 1. An analogy 

to the model can be given with a language translation RNN model where we try to 

maximize the p(T|S) where T is the translation to the sentence S. However, in our 

model the encoder RNN which helps in transforming an input sentence to a fixed 

length vector is replaced by a CNN encoder. Recent research has shown that the 

CNN can easily transform an input image to a vector.  

  

                                           Figure 1.- An overview of image captioning model 

 

For the task of image classification, we use a retrained model VGG16. The details 

of the models are discussed in the following section. A Long Short-Term Memory 

(LSTM) network follows the retrained VGG16 [2]. The LSTM network issued for 

language generation.LSTM differs from traditional Neural Networks as a current 

token is dependent on the previous tokens for a sentence to be meaningful and 

LSTM networks take this factor into account. 
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1.4 IMAGE CAPTIONING 

Process:-Image Captioning is the process of generating textual description of an 

image. It uses both Natural Language Processing and Computer Vision to generate the 

captions. Image captioning is a popular research area of Artificial Intelligence (AI) 

that deals with image understanding and a language description for that image. Image 

understanding needs to detect and recognize objects. It also needs to understand scene 

type or location, object properties and their interactions. Generating well-formed 

sentences requires both syntactic and semantic understanding of the Language 

.Understanding an image largely depends on obtaining image features. For example, 

they can be used for automatic image indexing. Image indexing is important for 

Content-Based Image Retrieval (CBIR) and therefore, it can be applied to many areas, 

including biomedicine, commerce, the military, education, digital libraries, and web 

searching. Social media platforms such as Facebook and Twitter can directly generate 

descriptions from images. The descriptions can include where we are (e.g., beach, 

cafe), what we wear and importantly what we are doing there. 

 

 

Techniques: - The techniques used for this purpose can be broadly divided into 

two categories:  

(1) Traditional machine learning based techniques  

(2)  Deep machine learning based techniques.  

In traditional machine learning, hand crafted features such as Local Binary 

Patterns (LBP) Scale-Invariant Feature Transform (SIFT), the Histogram of 

Oriented Gradients (HOG) , and a combination of such features are widely used. 

In these techniques, features are extracted from input data. They are then passed to 

a classifier such as Support Vector Machines (SVM) in order to classify an object. 

Since hand crafted features are task specific, extracting features from a large and 

diverse set of data is not feasible. Moreover, real world data such as images and 

video are complex and have different semantic interpretations.  

On the other hand, in deep machine learning based techniques, features are      

learned            automatically from training data and they can handle a large and 
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diverse set of images and videos. For example,Convolutional Neural Networks 

(CNN) are widely used for feature learning, and a classifier such as Softmax is 

used for classification. CNN is generally followed by Recurrent Neural Networks 

(RNN) or Long Short-Term Memory Networks (LSTM) in order to generate 

captions. Deep learning algorithms can handle complexities and challenges of 

image captioning quite well 

 

 
 

 

 
     Figure.2 An overall taxonomy of deep learning-based image captioning 
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                       2. LITERATURE REVIEW  

 

 
Image captioning has recently gathered a lot of attention specifically in the natural 

language domain. There is a pressing need for context based natural language 

description of images, however, this may seem a bit farfetched but recent 

developments in fields like neural networks, computer vision and natural language 

processing has paved a way for accurately describing images i.e. representing their 

visually grounded meaning. We are leveraging state-of-the-art techniques like 

Convolutional Neural Network (CNN), Recurrent Neural Network (RNN) and 

appropriate datasets of images and their human perceived description to achieve the 

same. We demonstrate that our alignment model produces results in retrieval 

experiments on datasets such as Flicker. 

2.1 IMAGE CAPTIONING METHODS  

There are various Image Captioning Techniques some are rarely used in present but it 

is necessary to take a overview of those technologies before proceeding ahead. The 

main categories of existing image captioning methods and they include template-

based image captioning, retrieval-based image captioning, and novel caption 

generation. Novel caption generation-based image caption methods mostly use visual 

space and deep machine learning based techniques. Captions can also be generated 

from multimodal space. Deep learning-based image captioning methods can also be 

categorized on learning techniques: Supervised learning, Reinforcement learning, and 

unsupervised learning. We group the reinforcement learning and unsupervised 

learning into Other Deep Learning. Usually captions are generated for a whole scene 

in the image. However, captions can also be generated for different regions of an 

image (Dense captioning). Image captioning methods can use either simple Encoder-

Decoder architecture or Compositional architecture. There are methods that use 

attention mechanism, semantic concept, and different styles in image descriptions. 

Some methods can also generate description for unseen objects. We group them into 

one category as ―Others". Most of the image captioning methods use LSTM as 

language model. However, there are a number of methods that use other language 

models such as CNN and RNN. Therefore, we include a language model-based 

category as ―LSTM vs. Others". 
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2.1.1 TEMPLATE-BASED APPROACHES  

Template-based approaches have fixed templates with a number of blank slots to 

generate captions. In these approaches, different objects, attributes, actions are 

detected first and then the blank spaces in the templates are filled. For example, 

Farhadi et al. use a triplet of scene elements to fill the template slots for generating 

image captions. Li et al. extract the phrases related to detected objects, attributes and 

their relationships for this purpose. A Conditional Random Field (CRF) is adopted by 

Kulkarni et al. to infer the objects, attributes, and prepositions before filling in the 

gaps. Template-based methods can generate grammatically correct captions. 

However, templates are predefined and cannot generate variable-length captions. 

Moreover, later on, parsing based language models have been introduced in image 

captioning which are more powerful than fixed template-based methods. Therefore, in 

this paper, we do not focus on these template  based methods. 

 

2.1.2 RETRIEVAL-BASED APPROACHES  

Captions can be retrieved from visual space and multimodal space. In retrieval-based 

approaches, captions are retrieved from a set of existing captions. Retrieval based 

methods first find the visually similar images with their captions from the training 

data set. These captions are called candidate captions. The captions for the query 

image are selected from these captions pool. These methods produce general and 

syntactically correct captions. However, they cannot generate image specific and 

semantically correct captions.  

 

2.1.3 NOVEL CAPTION GENERATION  

 

Novel image captions are captions that are generated by the model from a 

combination of the image features and a language model instead of matching to an 

existing captions. Generating novel image captions solves both of the problems of 

using existing captions and as such is a much more interesting and useful problem. 

 

 Novel captions can be generated from both visual space and multimodal space. A 

general approach of this category is to analyze the visual content of the image first 
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and then generate image captions from the visual content using a language model 

These methods can generate new captions for each image that are semantically more 

accurate than previous approaches. Most novel caption generation methods use deep 

machine learning based techniques. Therefore, deep learning based novel image 

caption generating methods are our main focus in this literature. 

 

 

 

 

 

 

 

 

 

 

 

 

                Figure. 3 NOVEL CAPTION GENERATION.  

 

 

2.2 DEEP LEARNING BASED IMAGE CAPTIONING METHODS  

 

We draw an overall taxonomy in Figure 2 for deep learning-based image captioning 

methods. We discuss their similarities and dissimilarities by grouping them into visual 

space vs. multimodal space, dense captioning vs. captions for the whole scene, 

Supervised learning vs. Other deep learning, Encoder-Decoder architecture vs. 

Compositional architecture, and one „Others‟ group that contains Attention-Based, 

Semantic Concept-Based, Stylized captions, and Novel Object-Based captioning. We 

also create a category named LSTM vs. Others.  

 

A brief overview of the deep learning-based image captioning methods is shown in 

table. It contains the name of the image captioning methods, the type of deep neural 

networks used to encode image information, and the language models used in 

 

Input Images 

 

Novel Object 

Based Method 

 

Unpaired Image 

Data  

 

Paired Image 

Sentence Data 

 

Generated Captions 

with Novel Object 

 

Unpaired Text 

Data 
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describing the information. In the final column, we give a category label to each 

captioning technique based on the taxonomy in Figure 2.  

 

 

 

2.2.1 VISUAL SPACE VS. MULTIMODAL SPACE  

 

Deep learning-based image captioning methods can generate captions from both 

visual space and multimodal space. Understandably image captioning datasets have 

the corresponding captions as text. In the visual space-based methods, the image 

features and the corresponding captions are independently passed to the language 

decoder. In contrast, in a multimodal space case, a shared multimodal space is learned 

from the images and the corresponding caption-text. This multimodal representation 

is then passed to the language decoder.  

 

VISUAL SPACE 

 

Bulk of the image captioning methods use visual space for generating captions. In the 

visual space-based methods, the image features and the corresponding captions are 

independently passed to the language decoder. 

 

 MULTIMODAL SPACE 

 

 The architecture of a typical multimodal space-based method contains a language 

Encoder part, a vision part, a multimodal space part, and a language decoder part. A 

general diagram of multimodal space-based image captioning methods is shown in 

Figure 4. The vision part uses a deep convolutional neural network as a feature 

extractor to extract the image features. The language encoder part extracts the word 

features and learns a dense feature embedding for each word. It then forwards the 

semantic temporal context to the recurrent layers. The multimodal space part maps the 

image features into a common space with the word features.  
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Figure 4: A block diagram of multimodal space-based image captioning.  

 

 

 

2.3 SUPERVISED LEARNING VS. OTHER DEEP LEARNING 

In supervised learning, training data come with desired output called label. 

Unsupervised learning, on the other hand, deals with unla techniques. Reinforcement 

learning is another type of machine learning approach where the aims of an agent are 

to discover data and/or labels through exploration and a reward signal. A number of 

image captioning methods use reinforcement learning and GAN based approaches. 

These methods sit in the category of ―Other Deep Learning". beled data. Generative 

Adversarial Networks (GANs) are a type of unsupervised learning 

 

2.3.1 SUPERVISED LEARNING-BASED IMAGE CAPTIONING 

 Supervised learning-based networks have successfully been used for many years in 

image classification, object detection and attribute learning. This progress makes 

researchers interested in using them in automatic image captioning .In this paper, we 

have identified a large number of supervised learning-based image captioning 

methods. We classify them into different categories: (i) Encoder-Decoder 

Architecture, (ii) Compositional Architecture, (iii) Attention based, (iv)Semantic 

concept-based, (v) Stylized captions, (vi) Novel object-based, and (vii) Dense image 

captioning.  

 

2.3.2 OTHER DEEP LEARNING-BASED IMAGE CAPTIONING 

In our day to day life, data are increasing with unlabled data because it is often 

 

 

Input Image 

 

 

 

 

 

 

 

 

 

 
Image Language 

 

 

 

 
Multimodal Space 

 

Generated 

Captions 

 

 

 

 

Language Decoder 

 

 

 
Image Encoder 
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impractical to accurately annotate data. Therefore, recently, researchers are focusing 

more on reinforcement learning and unsupervised learning-based techniques for 

image captioning.  

 

2.4 DENSE CAPTIONING VS. CAPTIONS FOR THE WHOLE 

SCENE 

 In dense captioning, captions are generated for each region of the scene. Other 

methods generate captions for the whole scene.  

 

2.4.1 DENSE CAPTIONING  

The previous image captioning methods can generate only one caption for the whole 

image. They use different regions of the image to obtain information of various 

objects. However, these methods do not generate region wise captions. Johnson 

proposed an image captioning method called Dense Cap. This method localizes all the 

salient regions of an image and then it generates descriptions for those regions. 

A typical method of this category has the following steps:  

(1) Region proposals are generated for the different regions of the given image.  

(2) CNN is used to obtain the region-based image features. 

 (3) The outputs of Step 2 are used by a language model to generate captions for every 

region. A block diagram of a typical dense captioning method is given.  

 

 

 

 

                                        Image Understanding          Text Generation Part  

                                                    Part 

Figure5 .Block diagram of simple Encoder-Decoder architecture-based  image 

captioning 

 

2.4.2 CAPTIONS FOR THE WHOLE SCENE 

 Encoder-Decoder architecture, Compositional architecture, attention-based, semantic 

concept-based, stylized captions, Novel object-based image captioning, and other 

 

Input Image 

 

CNN 

 

LSTM 

 

Image 

Captioning 
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deep learning networks-based image captioning methods generate single or multiple 

captions for the whole scene. 

 

2.5 ENCODER-DECODER ARCHITECTURE VS. 

COMPOSITIONAL ARCHITECTURE  

 

Some methods use just simple vanilla encoder and decoder to generate captions. 

However, other methods use multiple networks for it. 

 

2.5.1 ENCODER-DECODER ARCHITECTURE-BASED IMAGE 

CAPTIONING 

The neural network-based image captioning methods work as just simple end to end 

manner. These methods are very similar to the encoder-decoder framework-based 

neural machine translation .In this network, global image features are extracted from 

the hidden activations of CNN and then fed them into an LSTM to generate a 

sequence of words. A typical method of this category has the following general steps:  

 (1) A vanilla CNN is used to obtain the scene type, to detect the objects and their 

relationships.  

(2) The output of Step 1 is used by a language model to convert them into words, 

combined phrases that produce an image captions. A simple block diagram of this 

category is given.  

 

2.5.2 COMPOSITIONAL ARCHITECTURE-BASED IMAGE 

CAPTIONING 

 

Compositional architecture-based methods composed of several independent 

functional building blocks: First, a CNN is used to extract the semantic concepts from 

the image. Then a language model is used to generate a set of candidate captions. In 

generating the final caption, these candidate captions are re-ranked using a deep 

multimodal similarity model.  

A typical method of this category maintains the following steps: 

 (1) Image features are obtained using a CNN. 
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 (2) Visual concepts (e.g. attributes) are obtained from visual features.  

(3) Multiple captions are generated by a language model using the information of Step 

1 and Step 2. (4) The generated captions are re-ranked using a deep multimodal 

similarity model to select high quality image captions.  

A common block diagram of compositional network-based image captioning methods 

is given in Figure.  

 

  

 

 

                                                                                     Text Generation Part 

 

                           Image Understanding Part 

 

Figure. 6 . A block diagram of a compositional network-based captioning  

 

 

2.6 LSTM VS. OTHERS 

 

 Image captioning intersects computer vision and natural language processing (NLP) 

research. NLP tasks, in general, can be formulated as a sequence to sequence learning. 

Several neural language models such as neural probabilistic language model, log-

bilinear models, skip-gram models, and recurrent neural networks (RNNs) have been 

proposed for learning sequence to sequence tasks. RNNs have widely been used in 

various sequence learning tasks. However, traditional RNNs suffer from vanishing 

and exploding gradient problems and cannot adequately handle long-term temporal 

dependencies. LSTM networks are a type of RNN that has special units in addition to 

standard units. LSTM units use a memory cell that can maintain information in 

memory for long periods of time. In recent years, LSTM based models have 

dominantly been used in sequence to sequence learning tasks. Another network, 

Gated Recurrent Unit (GRU) has a similar structure to LSTM but it does not use 

separate memory cells and uses fewer gates to control the flow of information. 

However, LSTMs ignore the underlying hierarchical structure of a sentence. They 
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also require significant storage due to long-term dependencies through a memory cell. 

In contrast, CNNs can learn the internal hierarchical structure of the sentences and 

they are faster in processing than LSTMs. Therefore, recently, convolutional 

architectures are used in other sequence to sequence tasks, e.g., conditional image 

generation and machine translation. Inspired by the above success of CNNs in 

sequence learning tasks, GU proposed a CNN language model-based image 

captioning method. This method uses a language-CNN for statistical language 

modelling. However, the method cannot model the dynamic temporal behavior of the 

language model only using a language-CNN. It combines a recurrent network with the 

language CNN to model the temporal dependencies properly. Aneja proposed a 

convolutional architecture for the task of image captioning. They use a feedforward 

network without any recurrent function. The architecture of the method has four 

components: 

(i) input embedding layer  

(ii)  image embedding layer  

(iii) convolutional module,  

(iv) Output embedding layer.  

It also uses an attention mechanism to leverage spatial image features. They evaluate 

their architecture on the challenging MSCOCO dataset and shows comparable 

performance to an LSTM based method on standard metrics. 
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                      3. PROBLEM FORMULATION  

 

3.1 PROBLEM IDENTIFICATION 

 Despite the successes of many systems based on the Recurrent Neural Networks 

(RNN) many issues remain to be addressed. Among those issues the following two 

are prominent for most systems.  

1. The Vanishing Gradient Problem.  

2. Training an RNN is a very difficult task.  

 

A recurrent neural network is a deep learning algorithm designed to deal with a 

variety of complex computer tasks such as object classification and speech detection. 

RNNs are designed to handle a sequence of events that occur in succession, with the 

understanding of each event based on information from previous events. Ideally, we 

would prefer to have the deepest RNNs so they could have a longer memory period 

and better capabilities. These could be applied for many real-world use-cases such as 

stock prediction and enhanced speech detection. However, while they sound 

promising, RNNs are rarely used for real-world scenarios because of the vanishing 

gradient problem.  

 

This is one of the most significant challenges for RNNs performance. In practice, the 

architecture of RNNs restricts its long-term memory capabilities, which are limited to 

only remembering a few sequences at a time. Consequently, the memory of RNNs is 

only useful for shorter sequences and short time-periods.  

 

3.1.1 Vanishing Gradient problem arises while training an Artificial Neural 

Network. This mainly occurs when the network parameters and hyper parameters are 

not properly set. The vanishing gradient problem restricts the memory capabilities of 

traditional RNNs—adding too many time-steps increases the chance of facing a 

gradient problem and losing information when you use back propagation. 
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                             4. PROPOSED WORK 

 

In order to tackle the image captioning task, recent work shows it is in one’s interest 

to utilize neural networks. This frequently used term dates back to 1950s when 

notions such as the Perceptron Learning Algorithm were introduced. Modern neural 

networks draw on notions discovered in the era of a Perceptron. In this section, we 

first define a neuron as a fundamental part of modern neural networks. Then we 

elaborate on Convolutional Networks and Recurrent Networks.  

 

The main aim of this project is to get a little bit of knowledge of deep learning 

techniques. We use two techniques mainly CNN and LSTM for image classification. 

So, to make our image caption generator model, we will be merging these 

architectures. It is also called a CNN-RNN model.  

 CNN is used for extracting features from the image. We will use the pre-trained 

model exception.  

 LSTM will use the information from CNN to help generate a description of the 

image. 

4.1 Convolutional Neural Network 

Convolutional Neural Networks (ConvNets or CNNs) are a category of Artificial 

Neural Networks which have proven to be very effective in the field of image 

recognition and classification. They have been used extensively for the task of object 

detection, self-driving cars, image captioning etc. First convnet was discovered in the 

year 1990 by Yann Lecun and the architecture of the model was called as the LeNet 

architecture. A basic convnet is shown in the fig. below 

 

 Fig. 7: A simple convnet architecture 
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The entire architecture of a convnet can be explained using four main operations 

namely, 

1. Convolution 

2. Non- Linearity(ReLU) 

3. Pooling or Subsampling 

4. Classification (Fully Connected Layer) 

 

These operations are the basic building blocks of every Convolutional Neural 

Network, so understanding how these work is an important step to developing 

a sound understanding of ConvNets. We will discuss each of these operations 

in detail below. 

Essentially, every image can be represented as a matrix of pixel values. An image 

from a standard digital camera will have three channels–red, green and blue–you can 

imagine those as three 2d-matrices stacked over each other (one for each color), each 

having pixel values in the range 0 to255. 

Fig. 8: A grayscale image as matrix of numbers 

 

4.1.1 Convolution Operator 

The purpose of convolution operation is to extract features from an image. 

We consider filters of size smaller than the dimensions of image. The entire 

operation of convolution can be understood with the example below. 

Consider a small 2-dimensional 5*5 image with binary pixel values. 

Consider another 3*3 matrix shown in Fig. 9. 
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Fig. 9: Image (in green) and Filter (in orange) 

 

We slide this orange 3*3 matrix over the original image by 1 pixel and 

calculate element- wise multiplication of the orange matrix with the sub-

matrix of the original image and add the final multiplication outputs to get 

the final integer which forms a single element of the output matrix which is 

shown in the Fig. 10 by the pink matrix. 

 

Fig. 10: Convolution operation 

The 3*3 matrix is called a filter or kernel or feature detector and the matrix 

formed by sliding the filter over the image and computing the dot product is 

called the Convolved Feature or Activation Map or the Feature Map. The 

number of pixels by which we slide the filter over the original image is known 

as stride. 

4.1.2 Introducing Non-Linearity 

An additional operation is applied after every convolution operation. The most 

commonly used non-linear function for images is the ReLU which stands for 



20 | P a g e  

 

Rectified Linear Unit. The ReLU operation is an element-wise operation 

which replaces the negative pixels in the images with a zero 

Since most of the operations in real-life relate to non-linear data but the output 

of convolution operation is linear because the operation applied is elementwise 

multiplication and addition. The output of the ReLU operation is shown in the 

figure below. 

 

 

                             Fig. 11: Output after a ReLU operation 
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4.1.3 Spatial Pooling 

The pooling operation reduces the dimensionality of the image but preserves the 

important features in the image. The most common type of pooling technique used 

is max pooling. In max pooling you slide a window of n*n where n is less than the 

side of the image and determine the maximum in that window and then shift the 

window with the given stride length. The complete process is specified by the fig.  

 

Fig. 12: Max pooling operation 

 

 

   4.1.4Fully-Connected layer 

The fully connected layer is the multi-layer perceptron that uses the SoftMax 

activation function in the output layer. The term ―fully-connected‖ refers to the 

fact that all the neurons in the previous layer are connected to all the neurons of 

the next layer. The convolution and pooling operation generate features of an 

image. The task of the fully connected layer is to map these feature vectors to the 

classes in the training data. 
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     Fig. 13: An example of fully connected layer of data with 4 classes 

 

The task of image classification on cifar-10 has shown state of the art results 

with the use of convnets. We use the alex net architecture proposed by Alex 

krizhevsky with a few tweaks. Alexnet is trained for images having 224*224 

dimensions and hence need to be modified to be used for cifar-10 since the 

images in cifar-10 are 32*32. The model used by us has alternate layers of 

convolution and non-linearities. We use a fully connected layer at the end which 

uses softmax activation to give the scores of the 10 classes present in the cifar-10 

dataset. 

The dataset on these convnets yield an accuracy of 85% within around 1.5 hrs of 

training on gpus. The plots of loss and accuracy on test and validation set are 

shown in the figures below. 

 

 

Fig. 14: Accuracy and loss plot on training and validation set 



23 | P a g e  

 

The model is built using tensor flow. Tensorflow is an open source library 

developed by Google brain team for machine learning. Though being a python 

api, most of the code of tensor flow is written in C++ and CUDA which is 

nvidia’s programming language for GPU’S. This helps tensorflow in faster 

execution of code since python is slower than CPP. Also, the use of GPU 

enhances the performance of the code significantly. 

 

4.3  LONG SHORT TERM MEMORY  

LSTM stands for Long short term memory, they are a type of RNN (recurrent 

neural network) which is well suited for sequence prediction problems. Based on 

the previous text, we can predict what the next word will be. It has proven itself 

effective from the traditional RNN by overcoming the limitations of RNN which 

had short term memory. LSTM can carry out relevant information throughout 

the processing of inputs and with a forget gate, it discards non-relevant 

information. LSTMs are designed to overcome the vanishing gradient problem 

and allow them to retain information for longer periods compared to traditional 

RNNs. LSTMs can maintain a constant error, which allows them to continue 

learning over numerous time-steps and back propagate through time and layers. 

 

 

                                     Figure 15. Model, Image Caption Generator  
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LSTMs use gated cells to store information outside the regular flow of the RNN. 

With these cells, the network can manipulate the information in many ways, 

including storing information in the cells and reading from them. The cells are 

individually capable of making decisions regarding the information and can 

execute these decisions by opening or closing the gates. The ability to retain 

information for a long period of time gives LSTM the edge over traditional 

RNNs in these tasks. 

 

 The chain-like architecture of LSTM allows it to contain information for longer 

time periods, solving challenging tasks that traditional RNNs struggle to or 

simply cannot solve.  

The three major parts of the LSTM include: 

Forget gate—removes information that is no longer necessary for the 

completion of the task. This step is essential to optimizing the performance of 

the network. 
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                                Figure.16   ForgetGate ,Input Gate, Output Gate  

Input gate—responsible for adding information to the cells 

Output gate—selects and outputs necessary information. 
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The CNN LSTM architecture involves using Convolutional Neural Network 

(CNN) layers for feature extraction on input data combined with LSTMs to 

support sequence prediction. This architecture was originally referred to as a Long-

term Recurrent Convolutional Network or LRCN model, although we will use the 

more generic name ―CNN LSTM‖ to refer to LSTMs that use a CNN as a front 

end in this lesson.  

This architecture is used for the task of generating textual descriptions of images. 

Key is the use of a CNN that is pre-trained on a challenging image classification 

task that is re-purposed as a feature extractor for the caption generating problem. 
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5. SYSTEM DESIGN 

This project requires a dataset which have both images and their caption. The 

dataset should be able to train the image captioning model. 

5.1 FLICKR8K DATASET 

 Flickr8k dataset is a public benchmark dataset for image to sentence 

description. This dataset consists of 8000 images with five captions for each 

image. These images are extracted from diverse groups in Flickr website. Each 

caption provides a clear description of entities and events present in the image. 

The dataset depicts a variety of events and scenarios and doesn‟tinclude images 

containing well-known people and places which makes the dataset more generic. 

The dataset has 6000 images in training dataset, 1000 images in development 

dataset and 1000 images in test dataset. 

 Features of the dataset making it suitable for this project are:  

• Multiple captions mapped for a single image makes the model generic and 

avoids over fitting of the model.  

• Diverse category of training images can make the image captioning model to 

work for multiple categories of images and hence can make the model more 

robust. 

5.2 IMAGE DATA PREPARATION  

The image should be converted to suitable features so that they can be trained 

into a deep learning model. Feature extraction is a mandatory step to train any 

image in deep learning model. The features are extracted using Convolutional 

Neural Network (CNN) with Visual Geometry Group (VGG-16) model. This 

model also won Image Net Large Scale Visual Recognition Challenge in 2015 to 

classify the images into one among the 1000 classes given in the challenge. 

Hence, this model is ideal to use for this project as image captioning requires 

identification of images. In VGG-16, there are 16 weight layers in the network 

and the deeper number of layers help in better feature extraction from images. 
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The VGG-16 network uses 3*3 convolutional layers making its architecture 

simple and uses max pooling layer in between to reduce volume size of  the 

image. The last layer of the image which predicts the classification is removed 

and the internal representation of image just before classification is returned as 

feature. The dimension of the input image should be 224*224 and this model 

extracts features of the image and returns a 1- dimensional 4096 element vector.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                    

                         Figure 17 :    Feature Extraction in Image using VGG  

5.3 CAPTION DATA PREPARATION 

Flickr8k dataset contains multiple descriptions described for a single image. In 

the data preparation phase, each image id is taken as key and its corresponding 

captions are stored as values in a dictionary. 
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5.3.1 DATA CLEANING 

 In order to make the text dataset work in machine learning or deep learning 

models, raw text should be converted to a usable format. 

 The following text cleaning steps are done before using it for the project:  

• Removal of punctuations.  

• Removal of numbers.  

• Removal of single length words. 

 • Conversion of uppercase to lowercase characters.  

Stop words are not removed from the text data as it will hinder the generation of 

a grammatically complete caption which is needed for this project. Table 1 

shows samples of captions after data cleaning. 

Original Captions Captions after Data cleaning 

Two people are at the edge of a 

lake, facing the water and the city 

skyline. 

Two people are at the edge of lake 

facing the water and the city 

skyline 

A little girl rides in a child’s swing. Little girl rides in child swing 

Two boys posing in blue shirts and 

khaki shorts. 

Two boys posing in blue shirts and 

khaki shorts 

 

                                                   Table : Data cleaning of caption 
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6. IMPLEMENTATION 

 

    6.1PRE-REQUISITES 

This project requires good knowledge of Deep learning, Python, working on 

Jupyter notebooks, Keras library, Numpy, and Natural language processing. 

Make sure you have installed all the following necessary libraries: 

 

 tensorflow 

 keras 

 pillow 

 numpy 

 tqdm 

 jupyterlab 

 Google collab 

 

 

 

   6.2 PROJECT FILESTRUCTURE 

Downloaded from dataset: 

 
 Flicker8k_Dataset – Dataset folder which contains 8091images. 

 Flickr_8k_text – Dataset folder which contains text files and 

captions of images. The below files will be created by us while 

making the project. 

 

 Models – It will contain our trained models. 

 Descriptions.txt – This text file contains all image names and 

their captions after preprocessing. 

 Features.p – Pickle object that contains an image and their feature vector 

extracted from the Xception pre-trained CNN model. 

 Tokenizer.p – Contains tokens mapped with an index value. 

 Model.png – Visual representation of dimensions of our project. 

https://data-flair.training/blogs/nlp-natural-language-processing/
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 Testing_caption_generator.py – Python file for generating a caption of any 

image. 

 Training_caption_generator.ipynb – Jupyter notebook in which we 

train and build our image caption generator. 

 

    6.3 BUILDINGTHEPYTHONBASEDPROJECT 

Let‟s start by initializing the jupyter notebook server by typing jupyter lab in 

the console of your project folder. It will open up the interactive Python 

notebook where you can run your code. Create a Python3 notebook and name 

ittraining_caption_generator.ipynb. 

 
   6.3.1 GETTING AND PERFORMING DATACLEANING 
 

The    main    text    file    which    contains    all     image     captions     is 

Flickr8k.token in   our Flickr_8k_textfolder. 

 

 

Figure.18. Flicker Dataset text format 

 
    The format of our file is image and caption separated by a new line (―\n‖). 
 

Each image has 5 captions and we can see that #(0 to 5)number is assigned 
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for each caption. We will define 5 functions: 

 load_doc( filename ) – For loading the document file and reading the 

contents inside the file into astring. 

 all_img_captions( filename ) – This function will create a descriptions 

dictionary that maps images with a list of 5 captions. The descriptions 

dictionary will look something like theFigure. 

 

 

Figure 19. Flicker Dataset Python File 
 

 cleaning_text( descriptions) – This function takes all descriptions and 

performs data cleaning. This is an important step when we work with textual 

data, according to our goal, we decide what type of cleaning we want to 

perform on the text. In our case, we will be removing punctuations, 

converting all text to lowercase and removing words that contain numbers. 

So, a caption like ―A man riding on a three-wheeled wheelchair‖ will be 

transformed into ―man riding on three wheeled wheelchair‖ 

 

 text_vocabulary( descriptions ) – This is a simple function that will separate 

all the unique words and create the vocabulary from all the descriptions. 
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 save_descriptions( descriptions, filename ) – This function will create a list 

of all the descriptions that have been preprocessed and store them into a file. 

We will create a descriptions.txt file to store all the captions. It will look 

something likethis: 

  

  

 

                              Figure.20. Description of Images 

 

 
     6.3.2 EXTRACTING THE FEATURE VECTOR FROM ALLIMAGES 

This technique is also called transfer learning, we don ―have to do everything 

on our own, we use the pre-trained model that have been already trained on 

large datasets and extract the features from these models and use them for our 

tasks. We are using the Xception model which has been trained on imagenet 

dataset that had 1000 different classes to classify. We can directly import this 

model from the keras.applications . Make sure you are connected to the internet 

as the weights get automatically downloaded. Since the Exception model was 

originally built for image net, we will do little changes for integrating with our 

model. One thing to notice is that the Exception model takes 299*299*3 image 

size as input. We will remove the last classification layer and get the 2048 

feature vector. 

 

model =Exception( include_top=False, pooling=‟avg‟ ) 

 
The function extract_features() will extract features for all images and we will 
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map image names with their respective feature array. Then we will dump the 

features dictionary into a ―features.p‖ pickle file. 

This process can take a lot of time depending on your system. I am using an 

Nvidia 1050 GPU for training purpose so it took me around 7 minutes for 

performing this task. However, if you are using CPU then this process might 

take 1-2 hours. You can comment out the code and directly load the features 

from our pickle file. 

   6.3.3 LOADING DATASET FOR TRAINING THEMODEL 

 

In our Flickr_8k_test folder, we have Flickr_8k.trainImages.txt file that 

contains a list of 6000 image names that we will use for training. 

For loading the training dataset, we need more functions: 

 
 load_photos ( filename ) – This will load the text file in a string and will 

return the list of image names. 

 
 load_clean_descriptions ( filename, photos ) – This function will create a 

dictionary that 

containscaptionsforeachphotofromthelistofphotos.Wealsoappendthe<start>an

d 

<end> identifier for each caption. We need this so that our LSTM model 

can identify the starting and ending of the caption. 

 
 load_features (photos) – This function will give us the dictionary for image 

names and their feature vector which we have previously extracted from the 

exception model. 
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   6.3.4 TOKENIZING THE VOCABULARY 

Computers don’t understand English words, for computers, we will have to            

represent them with numbers. So, we will map each word of the vocabulary with a    

unique index value. Keras library provides us with the tokenizer function that we 

will use to create tokens from our vocabulary and save them to a “tokenizer.p” 

pickle file. 

Our vocabulary contains 7577 words. We calculate the maximum length of the 

descriptions. This is important for deciding the model structure parameters. 

Max_length of description is 32. 

 

   6.3.5 Create Data generator 

Let us first see how the input and output of our model will look like. To make 

this task into a supervised learning task, we have to provide input and output to 

the model for training. We have to train our model on 6000 images and each 

image will contain 2048 length feature vector and caption is also represented as 

numbers. This amount of data for 6000 images is not possible to hold into 

memory so we will be using a generator method that will yield batches. 

    For example: 

The input to our model is [x1, x2] and the output will be y, where x1 is the 

2048 feature vector of that image, x2 is the input text sequence and y is the 

output text sequence that the model has to predict. 

 

x1(feature vector) x2(Text sequence) y(word to predict) 

feature start, two 

feature start, two dogs 

feature start, two, dogs drink 

feature start, two, dogs, drink water 

feature start, two, dogs, drink, water end 

                        Table . Word Prediction Generation Step By Step 
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   6.3.6 Defining the CNN-RNN model 

To define the structure of the model, we will be using the Keras Model from 

Functional API. It will consist of three major parts: 

 

 Feature Extractor – The feature extracted from the image has a size of 

2048, with a dense layer, we will reduce the dimensions to 256 nodes. 

 Sequence Processor – An embedding layer will handle the textual input, 

followed by the LSTM layer. 

 Decoder – By merging the output from the above two layers, we will process 

by the dense layer to make the final prediction. The final layer will contain 

the number of nodes equal to our vocabulary size. 

   Visual representation of the final model is given in the figure 

 

6.3.7 Training the model 
 

To train the model, we will be using the 6000 training images by generating the 

input and output sequences in batches and fitting them to the model using 

model.fit_generator() method. We also save the model to our models folder. 

This will take some time depending on your system capability. 
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  Figure.21. Final Model Structure 

 

 

 

 

 

 
 

 



37 
 

6.3.8 Testing the model 

 

The model has been trained, now, we will make a separate file testing_caption_generator.py 

which will load the model and generate predictions. The predictions contain the max length 

of index values so we will use the same tokenizer.p pickle file to get the words from their 

index values. 
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    Conclusion 

 

In this chapter we have thrown some light on the conclusion of our project. We 

have also underlined the limitation of our methodology. There is a huge possibility 

in this field, as we have discussed in the future scope section of this chapter. 

 

In this paper, we have reviewed deep learning-based image captioning methods. We 

have given a taxonomy of image captioning techniques, shown generic block diagram 

of the major groups and highlighted their pros and cons. We discussed different 

evaluation metrics and datasets with their strengths and weaknesses. A brief summary 

of experimental results is also given. We briefly outlined potential research directions 

in this area. Although deep learning-based image captioning methods have achieved a 

remarkable progress in recent years, a robust image captioning method that is able to 

generate high quality captions for nearly all images is yet to be achieved. With the 

advent of novel deep learning network architectures, automatic image captioning will 

remain an active research area for some time. We have used Flickr_8k dataset which 

includes nearly 8000 images, and the corresponding captions are also stored in the text 

file. Although deep learning -based image captioning methods have achieved a 

remarkable progress in recent years, a robust image captioning method that is able to 

generate high quality captions for nearly all images is yet to be achieved. With the 

advent of novel deep learning network architectures, automatic image captioning will 

remain an active research area for sometime. The scope of image-captioning is very 

vast in the future as the users are increasing day by day on social media and most of 

them would post photos. So this project will help them to a greater extent 

Our end-to-end system neural network system is capable of viewing an image and 

generating a reasonable description in English depending on the words in its 

dictionary generated on the basis of tokens in the captions of train images. The model 

has a convolutional neural network encoder and a LSTM decoder that helps in 

generation of sentences. The purpose of the model is to maximize the likelihood of the 

sentence given the image. 
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LIMITATIONS 

 

The neural image caption generator gives a useful framework for learning to map from 

images to human-level image captions. By training on large numbers of image-caption pairs, 

the model learns to capture relevant semantic information from visual features. However, 

with a static image, embedding our caption generator will focus on features of our images 

useful for image classification and not necessarily features useful for caption generation. To 

improve the amount of task-relevant information contained in each feature, we can train the 

image embedding model (the VGG-16 network used to encode features) as a piece of the 

caption generation model, allowing us to fine-tune the image encoder to better fit the role of 

generating captions. Also, if we actually look closely at the captions generated, we notice that 

they are rather mundane and commonplace. Take this possible image-caption pair for 

instance: 
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Future Prospects 

 

Future work Image captioning has become an important problem in recent days due to the 

exponential growth of images in social media and the internet. This report discusses the 

various research in image retrieval used in the past and it also highlights the various 

techniques and methodology used in the research. As feature extraction and similarity 

calculation in images are challenging in this domain, there is a tremendous scope of possible 

research in the future. Current image retrieval systems use similarity calculation by making 

use of features such as color, tags, IMAGE RETRIEVAL USING IMAGE CAPTIONING 54 

histogram, etc. There cannot be completely accurate results as these methodologies do not 

depend on the context of the image. Hence, a complete research in image retrieval making 

use of context of the images such as image captioning will facilitate to solve this problem in 

the future. This project can be further enhanced in future to improve the identification of 

classes which has a lower precision by training it with more image captioning datasets. This 

methodology can also be combined with previous image retrieval methods such as histogram, 

shapes, etc. and can be checked if the image retrieval results get better. 
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