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Abstract- Computer vision faces challenges when
reconstructing images. in the proposed idea, we tried an
attempt to enhance image quality by providing guidance to a
deep residual convolutional neural network using pre-existing
datasets. Our method leverages an efficient sub-pixel
convolutional neural network (ESPCNN) [1] algorithm to turn
the low-resolution (LR) images into high-resolution (HR) or
super-resolution (SR) images. The ESPCNN algorithm is
designed to enhance and enlarge images, resulting in
high-resolution images that retain the original data. We employ
a convolutional recurrent neural network (CRNN) [2]approach
to reconstruct high-resolution images from under-sampled
data, which can be useful in applications such as medical
imaging, satellite imagery, and surveillance systems. The
method we proposed addresses some of the limitations of
techniques that use convolutional neural networks, such as
FSRCNN[3] and SRCNN[4]. Through research, we determine
the validity of our proposed model.

Keywords— ESPCNN, image-resolution, convolution neural
network, pixelization.

I. INTRODUCTION

In image processing, super resolution is a crucial task that
involves creating high-resolution (HR) images from
low-resolution (LR) images. This is a difficult problem,
particularly for single image super-resolution (SISR), where
the objective is to enhance the quality of a single LR image.
The applications of this technique are diverse, ranging from
improving face identification and detection from images
obtained from low-resolution camera surveillance systems to
reducing server costs in media content by sending lower
resolution media and upscaling it in the process.
Additionally, it has several other applications in the fields of
medical and satellite imaging.

The accuracy and performance of the reconstructed
super-resolution (SR) images have improved significantly as

a result of the numerous super-resolution (SR) models and
potent deep learning algorithms created by researchers in
previous years. Because low-resolution images have little
high-frequency selective information, single-image
super-resolution (SISR) is still a challenging job. We present
a technique for reconstructing high-resolution pictures from
under-sampled data using an effective sub-pixel
convolutional neural network (ESPCNN)-based image
depixelizer in order to address this problem. This method is
based on the ESPCNN algorithm, which takes a
low-resolution image as input and enhances it using several
functions like enlargement and c, without affecting the
original data, thus converting it into super and
high-resolution images. The embedded image depixelizer is
robust and can handle diverse low-resolution images,
providing high-quality resolution outcomes.
Our paper provides a thorough analysis of our proposed
image depixelizer method and evaluates its effectiveness
against other advanced single image super-resolution (SISR)
techniques.

II. LITERATURE SURVEY

In Image Depixelizer Using Enhanced Deep Residual
Network, Nagothi Moulika [5] stated in her work that she
made the image which needs to be depixelized as a
constraint related problem and tried to solve it using CNN
algorithm with resulting output as a super resolution image
however the CNN algorithm is not memory efficient as it
interpolate the image in the very first layer of CNN, another
similar work done as a collaboration [6] aims to convert a
low resolution or dipixelated image as super resolution
image using CNN proposes a very homogenous result along
with a same problem of memory efficiency. In Image
super-resolution with sparse neighbor embedding [7] they
proposed a sparse neighbor selection scheme for super
resolution image construction in which they first determined
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a huge amount of neighbors as their targeted candidates and
formulated a SL0 Algorithm. In a research paper titled as
deep network cascade for super resolution[8] they proposed
a new model named deep cascade network which increases
or scales the images layer by layer. In going deeper in
resolution [9] they proposed a system using CNN algorithm
however they managed to increase the width and height of
the network for optimal quality while keeping computational
budget constant thrust increasing the overall output as
against image depixelizer [5] where they used CNN with
smaller height and width. In an efficient study Very Deep
Convolutional Networks for Large-Scale Image Recognition
[10] they worked upon learning the effects upon a neural
network by increasing the network depth to 16-19 layers.on
the prior studies and CNN models.

III. NETWORK STRUCTURE

Fig. 1 Structure of neural network

Any deep learning model, including the efficient sub-pixel
convolutional neural network (ESPCNN) used in the picture
depixelizer, must have a strong network structure. As shown
in the figure, the network is made up of L layers, the first of
which is a convolutional layer that takes feature maps from
the input image's low resolution.

The feature maps generated in the first layer are then passed
to the subsequent layers, which help to refine and enhance
the extracted features. After the feature extraction process,
the output image is reconstructed using the efficient
sub-pixel convolutional layer in the last layer of the
network. The upscaling factor specified beforehand is used
to adjust the size of the output image, and the sub-pixel
convolutional layer ensures that the output image has the
desired resolution and quality.

The efficient sub pixel convolutional layer is the key
element in the ESPCNN architecture, as it enables the
network to perform super-resolution by upscaling the image
without requiring the use of an interpolation method. The
sub pixel convolutional layer is applied at the bottom-most
layer of the network, and it works to upscale the image in
the final step. The utilisation of smaller image and filter
sizes for feature extraction allows for a significant reduction
in computational complexity and memory cost within the
network. This results in improved overall efficiency.

The ESPCNN network's structure, which is utilised in the
image depixelizer, is specifically designed to maximise the
super-resolution process and enhance the clarity of the
high-resolution images produced.

Dataset

The proposed ESPCNN model for image super-resolution
was trained and evaluated in this research using publicly
accessible datasets. Both training and testing were
conducted using the Timofte dataset, which is frequently
used in SISR research. It consists of 91 pictures and two test
datasets, SET5 and SET14, each of which contains 5 and 14
images. The Berkeley segmentation datasets BSD300 and
BSD500, which offered 100 and 200 images, respectively,
for experimentation, were also used. Additionally, we used
the super texture dataset, which consists of 136 texture
images, to ensure a thorough assessment of the suggested
model under different conditions.

Fig. 2 proposed system

To further explain the proposed system, let's break down
each layer and its role in the network.

Convolutional filters, which make up the first layer, accept
LR (low-resolution) images with dimensions of [B, C, N, N]
and apply 64 filters of 5x5 size to extract features from the
picture. This layer's output passes through a Rectified Linear
Unit (ReLU) activation function, which adds nonlinearity to
the network.
A second convolutional layer with 32 3x3-sized filters
makes up the second layer. This layer aids the network in
learning more complex representations of the picture by also
extracting features from the LR image. The result of this
layer is once more subjected to a ReLU activation function.



The third layer of the network has a kernel dimension of 3x3
and a fixed number of output channels Crr, where r is the
upscaling factor. A sub-pixel shuffle function, which
rearranges the output channels to create the HR picture,
comes after this layer, making it special. The output picture
produced by the sub-pixel shuffle function has the following
dimensions: [B, C, rN, rN], increasing the resolution of the
image by a factor of r.

In summary, the proposed system efficiently enhances the
resolution of LR images by utilising the sub-pixel
convolutional layer. This approach reduces the network's
computational complexity and memory requirements,
improving its efficiency.

4.1 Sub Pixel Convolution

The sub-pixel concept is utilised in the proposed model
through the pixel shuffle function, which is used to increase
the resolution of the input image. The pixel shuffle function
rearranges the pixels in the low-resolution image in such a
way that they are grouped into larger blocks, where each
block contains a group of sub-pixels that correspond to a
single pixel in the high-resolution image. This grouping of
sub-pixels allows for a more accurate reconstruction of the
high-resolution image.
The pixel shuffle function is implemented in the final layer
of the proposed model, which is a convolutional layer with a
fixed count of output channels Crr also 33 kernel size. The
output of this layer is reshaped using the pixel shuffle
function therefore the resulting super-resolution image has
the dimensions [B, C, rN, r*N], B is the batch size, C is the
number of channels, and N is the size of the input picture.
The resulting high-resolution image has a resolution r times
higher than the input image, and is obtained without the
need for any interpolation techniques.

Fig. 3
Visualisation of Pixels

Fig. 4 Interpolation of camera’s image

The figure above illustrates the pixels captured by the
camera's imaging plane, where the red squares represent the
physical pixels, and the dark(black) points represent
sub-pixels. The accuracy of sub-pixels can be altered
through interpolation, which influences the mapping from
small to large square areas. This enables the implementation
of sub-pixel interpolation to achieve improved image
resolution.

The sub-pixel convolution process is a key component of the
proposed SPCNN method for super resolution. It involves
two main operations: a standard convolution operation and a
pixel shuffling operation. The convolution operation is
performed first, and the output channel of the final layer
must be C x r x r in order to make sure that all pixel
elements are consistent according to the desired
high-resolution output image.

Unlike other methods that use deconvolution, the sub-pixel
convolution process does not require padding. In contrast,
the output image combines individual pixels from multiple
channel feature maps into a single r x r square area. This
allows individual pixels on feature maps to be treated as
sub-pixels in the generated output image.

The interpolation method is implicitly learned by the
network through the convolutional layers, making it more
efficient than other methods. To further improve efficiency,
the convolution operations are conducted on smaller LR
images. Overall, the sub-pixel convolution process is an
important part of the SPCNN method for super resolution.

4.2 Loss Function

The pixel-wise mean squared error (MSE) loss function is
commonly used for measuring the difference among the
generated super resolution pictures and the corresponding
ground truth higher resolution pictures. It can be
mathematically expressed as: MSE = 1/N * sum_i=1^N (x_i
- y_i)^2
where N is the total number of pixels in the image, x_i is the
pixel value of the generated super resolution image at
position i, and y_i is the corresponding pixel value of the
ground truth higher resolution image at position i.



During training, the network learns to minimise this loss
function by adjusting its weights and biases to produce more
accurate super resolution images.

Fig 4

Loss function of ESPCN

To clarify, the equation you provided is a mathematical
expression that represents the pixel-wise mean squared error
loss function of the network. This function is used to
evaluate the similarity between the super resolution images
generated by the network and the corresponding high
resolution ground truth images.

In this equation, I(HR) denotes the high resolution ground
truth image and I(LR) represents the low resolution input
image. The variable r represents the desired upscaling factor,
where H and W represent the height and width of the
picture, respectively. The terms W(1:L) and b(1:L) refer to
the learnable weights and biases of the network,
respectively.

The objective of the training process is to minimise the MSE
loss function in accordance with the network parameters W
and b. By doing so, the network will be able to generate high
quality super resolution images with improved performance.

Implementation and Output
Importing the libraries and creating a setup to perform the
desired algorithm

In this we are using the dataset BSDS500 and we are using
the keras.utils.get_file utility to redeem the dataset.

Generating and dividing the dataset into training and
validation datasets with the help of
image_dataset_from_directory.

Now we are rescaling the pictures to get the val. in the range
[0, 1]

Lets visualize some sample images



We are using the ReLu as an activation function and
building the model according to that.

This efficient subpixel CNN model can be compared to
other super resolution models on the basis of their run time
and speed.
Plotting a graph between these model to compare the speed
of various super resolution models.

V. RESULTS
Picture super-resolution outcomes

The experiments demonstrated that the ESPCN model
outperformed both the SRCNN and standard 9-1-5 models,
with an average peak signal-to-noise ratio (PSNR) of 27.76
decibels (dB). The use of the hyperbolic tangent (tanh)
activation function did not show a significant improvement
in performance. The authors further evaluated the model's
performance on various datasets, including Timofte, SET5,
SET14, BSD300, BSD500, and the super texture dataset.
Their model achieved competitive results compared to the
best existing methods on these datasets.

VI. CONCLUSION

In this paper we demonstrate that the lower resolution (LR)
pictures may be reconstructed to higher resolution pictures
with the help of the convolutional neural network. We have
various CNN methods like SRCNN, FSRCNN and VDSR
all these approaches can be used to upscale an image
resolution to a specific factor. In this paper we used
ESPCNN to reconstruct the images resolutions and convert
the lower resolution image into the higher resolution images.
We use various python libraries that are provided by python,
to import these libraries we use virtual studio code (VS
Code) Which provides a suitable interface to work for the
project and also very convenient to use. The dataset used in
the project are available on the internet free of cost. The
dataset are also imported using the libraries. These datasets
are divided into training and validation sets. In this project
ReLu is used as an activation function to build the model we
define some utility functions. The model is efficient in
manner of time and complexity compared to other CNN
approaches and produces better results.
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