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Abstract 

 

Hand gestures and Emoji identification are the emerging areas of research. Emoji 

identification plays an imperative factor in our day-to-day life. This system contributes in an 

innovative, user friendly way of interaction with the computer, making it more flexible for 

the human interaction. Emoji identification exhibits ample application areas inclusive of 

human machine interaction, sign language, immersive game technology, social networking 

applications etc., we have introduced an approach which entirely rely upon the shape of hand 

gesture. It neglects the other hand gesture mechanisms such as skin colour, textures due to 

their dependence on variable light conditions and other influential factors. The images are 

takes as input with the help of web cam, further eliminating the background noise through 

pre-processing. The process of detection ,training and recognition of hand-

gestures.Developed a 3 layer fully-connected neural network to and use back-propagation for 

each. There is no special hardware used anywhere in the process, comparing each label with 

the prediction probability to test model and  observing how much iterations of training is 

required for the model to reach desired accuracy.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Introduction 

 

In the application, machine learning algorithms and convolutional neural network layers are 

used in order to train the dataset to make a model which can then  be used to detect the object 

we trained it for.  

In the application we are detecting different hand emojis. Emojis are used to describe 

emotions or mood in electronic messages and web pages. Emoticons are of various types 

based on your required orientation of stimulating any thought in the form of miniature 

visuals. The first ASCII emoticons were : - )  and : - (  , were written by Scott Fahlman in 

1982, but emoticons were actually given birth on the PLATO IV computer system in 

1972.The emojis help us make our conversation over text better as we can express the right 

attitude and tone, which can’t be reflected over simple text messages. Different Hand Emojis 

are included in a folder which are utilised by the application.  

In the project Iam using Gaussian mixture based segmentation algorithm which is used to 

detect the hand and the gesture. 

Linear regression is supervised machine learning algorithm which is used for find out 

effecting relationship between variables. In this case the gestures we capture in real-time and 

the model generated after training are the different variables. 

 

Input: We start the camera and the user can show the gestures to the system. 

 

Output: The emoji which is detected according to the gesture provided by the user is 

displayed on the screen simultaneously .The Emojis shown will be of PNG format which are 

already stored in a folder. 

 

 

 

 



Study of two very foremost algorithms in the Machine Learning Legacy and train their 

respective modals in order to classify handwritten digits ranging from 0-9 from the most 

common dataset around the MNIST dataset. With the presence of the most prestigious dataset 

we already have the data classified into their respective labels. A current approach on 

Computer vision techniques has a vital role of machine language algorithm especially when it 

comes to detection of any object or material or digits or even facts and figure in the near 

future that we are certainly proceeding to. We develop the two processes separately and then 

merge it into a single module for real time analysis. Weights and biases are randomly 

dispensed to each cell initially and analyzed further for a output value after each epoch the 

process is repeated until we get the output same as the desired output. Although before we 

jump to the conclusion we will be calculating the efficiency in the loss function or well said 

the cost function. 

 

Logistic Regression is a type of Classification Algorithm where the output is just a 

probability of the input data hence its name of regression doesn’t go with the flow hence the 

main objective of this algorithm is to find the predictive probability of the input data and 

predict the best outcome out of the given set of data. 

 

As compared to Deep neural network the phenomena of detection is pure ethical and, weight 

and biases are allocated to each input. Our computer analyses images as a dataset of numbers 

where each pixel represents a value. The values are different for different formats. As our 

dataset is captured in HSV format each cell value represents pixel intensity ranging from 0-

255.0 being absolute black, 255 being white and grey values range in-between. The 

convolution layer works on a small matrix of dataset from whole picture and the values are 

evaluated and brought down to single value which is fed to a neuron, this is done through 

filter.The Modified National Institute of Standards and technology has been the greatest 

database of handwritten digits to train various image analysis systems. Thus taking the 

MNIST dataset we try to detect the correct handwritten digit using two approaches of 

Machine Learning. Comparing Logistic regression and Deep Neural Network and concluded 

its result to find the optimum and effective method to classify hand written digits with the 

help of MNIST dataset. These methods undergo multinomial logistic regression or softmax 

regression i.e. both the models can predict different possible outcome or in layman terms two 

discrete outcomes. Hence concluding which approach is better to classify handwritten digit of 

any given dataset. 

 

 

 

 



Problem Statement 

 

Emoji are a better for the purpose of communication as they are short and can deliver the 

information. These are basically miniature visuals which can easily be recognized and 

understood by anyone. Moreover if in a rush or hurry these emojis can make conversations 

easier and more meaningful. In our texting applications we have a huge range of emojis, 

searching them can be tedious task. Incorporating a method which can able the applications 

to recognise emojis through primary camera of the device can make conversations easier.. 

Especially for old aged people who are not so tech-savvy. The application to recognise 

emojis through hand gestures can provide great assistance to them. Whenever there is any 

computer vision task or the ability to recognize stuffs by the machine itself we run into 

machine learning algorithms and beauty of every ML algorithms lies in the ability to correct 

itself after every hit and run of its code generator. Thus first thing first we have a variety of 

options to pop on to but most importantly it is the ability to recognize which option will suit 

the given problem in an effective manner. And to do so we compare these options or 

algorithms on the basis of reduction of cost function with over a set of iterations over a given 

set of same dataset. Ideally we are recognizing handwritten digits from the world’s most 

friendly Dataset i.e. the MNIST dataset to effectively recognize and compare these set of 

options to classify the result in the best way possible. So whenever we are comparing these 

algorithms it is known that each function in one way or the other and in their own terms 

hence we need to pull out the main deterministic factor i.e. the loss function in these certain 

algorithms. 

 

 

 

 

 

 

 



SOFTWARE REQUIREMENT SPECIFICATION 

 

Purpose  

Hand Emoji Recognition system is an application which is used to recognize hand gestures 

and display the identified hand emoji used these days in various Texting Application and web 

based interactive platforms. 

Document Conventions 

The Documents subsequently explains the needs and traits of the project produced, with 

sufficient re-modeling of data. The important data has expressed in proper fonts and using 

techniques  

Intended Audience and Reading Suggestions 

The application developed is intended to be used by all the people globally who use any sort 

of texting application. The application is in development stage and for now it only recognizes 

hand gestures as hand emoticons. This application can be used beneficial for people who are 

not that tech-savvy   

Product Scope 

 It is a subset of Machine learning and Artificial Intelligence.  

 It’s a Real Time Recognition System which is easy to use. 

 It’s a four layer Hierarchical architecture for real time recognition of hand Emoticons 

 Moreover it is User-Friendly 

 It is very Cost-Effective, Faster, And Reliable, and towards the idea of typing less 

conversation. 

 This method can be incorporated in any device which has a front camera and enables 

communication over text 

 

Overall Description 

Product Perspective 

Product: 



 

 

Operating Environment 

The software requires Python 3.6 and an IDE that can run Python in it ex. PyCharm. The 

Software will coexist with mostly all the system based application without creating a problem 

to other tools. This can work on both UBUNTU and WINDOWS based systems  

Design and Implementation Constraints 

The software does not hold any constraints as the developer can always edit and remap the 

software according the fresh needs and ideas. The lightning in the room may affect the user 

input and difficulty in identification of gesture, better the processor better the training time 

and better the results Though the developers needs a specific tool set to work upon the 

described software. The client cannot make and code based changes. 

User Documentation 

The software comes with a manual and software based Readme File to help the client out 



Assumptions and Dependencies 

The Software uses Keras, Tensor flow and OvenCV dependencies from the Libraries of 

Python 3.6  

Other Nonfunctional Requirements 

Performance Requirements 

It will require a minimum of 4GB of RAM and there is no memory constraint for the 

application. 

Safety Requirements 

There is no as such safety requirement for this application to run however for better 

performance of this application it is preferred to use this  

Security Requirements 

Once the gesture database is created user must not alter the given data in it as it may conflict 

at the time of training. 

Software Quality Attributes 

The user can use a better primary camera to detect hand gesture in a more precise and 

fundamental way  

 

Business Rules 

No business rule as such required. As the application is still under development and is not 

incorporated by means of any business 

 

 

 

 

 

 

 

 



 

RELATED WORK 

 

Machine learning enables our system to make decisions by operating in a self-learning 

manner. We feed the data and analyses the trends, so when presented with new data, it 

provides us with explanations according to experience i.e. training of model from the given 

set of training dataset. We talk about the two major approaches of the machine learning 

algorithms the first being the Logistic Regression and the other being the Deep neural 

Networks, we could have also gone for the shallow networks but we aim to implement the 

same in our future reports. The neurons must be arranged on to different layers, and then the 

connections between them are made to successfully make a network like structure. The input 

layer is fed with data; the output is what gives us a value which is interpreted between them 

can be any number of hidden layers containing neurons in conjugated layout. 

The data comprises of noise and errors too, when all the values from the neural net are 

appended for evaluation of output value the model complies with errors. To avoid this a 

method called Dropout discussed in, which is introduced to reduce over fitting by randomly 

removing or not considering values of some neurons from the network and the rest are trained 

by back-propagation. Aftermath of which we calculate the cost of  each  iteration. All 

comparison have always been on the basis of certain variable or parameters, hence we 

consider the cost of each iteration for this comparison that is to be useful for also cost is the 

only determining factor in all these algorithms such as Gradient Decent or Gaussian mixture 

based segmentation algorithm. 

  



Implementation 

 

Step 1:- Capturing Data Set  

 

 

We have a separate file for all the hand emojis we are going to recognize in this application. 

In order to train our application, the application needs to know which gesture represents 

which hand emoji. We capture 1200 images of each gesture which are later used for training. 

In above image you can see, we enter the gesture number. Suppose it’s 0. Then a new folder 

will be created and 1200 images of the captured gesture are stored in that file.Such folders for 

all the emojis are created. We are using 11 hand-emojis in our application.The possible hand-

gestures for all of them are captured and stored. All of these 1200 images are not similar they 

should vary in position, orientation etc so that recognition can be more accurate even if the 

user input is diverse. 



 

 

 

 

 



 

We use the Gaussian Mixture-based Background/Foreground Segmentation Algorithm which 

generates a foreground mask i.e. basically a binary image containing pixels which do belong 

to moving objects in the scene the technique is carried out by the primary camera. 

The algorithm works like a background subtractor. We calculate the foreground mask 

performing a subtraction between the current frame and a background model.so given, rest it 

covers everything that is considered as a background ,we convert the image from RGB to 

HSV (hue, saturation, value) i.e. we calculate the hue, saturation and value factors in the 

segmented part of the image and uses the bitwise and function of CV2 which blackout the 

background where the hue and saturation is low as compared to the front where these factors 

are high sue to illumination factors and then an inverse mask is created for Gaussian blurring 

in which we mainly remove the noise and smoothen the image. Now the final thresh output is 

created by using all the above segmentation according to pixels i.e. the dark objects turn 

black and the light object turns white. This completes the process of Gaussian Mixture-based 

Background/Foreground Segmentation Algorithm. 

The capturing process starts as we press “c”. We have captured 1200 images of each emoji. 

which are used for the training purpose of each Hand Emoji.  



Step 2:- Conversion The captured gesture files which are 1200 jpeg files for each emoji are 

converted into csv format and stored in a file named train_foo.csv(comma separated values). 

 

The values in each cell represent the hue value at each pixel of the images. This file contains 

values for all the images we have captured.This is the dataset which will actually be used in 

the training process.  

Step 3:-Training 

The training of the dataset is done following the algorithms linear regression and gradient 

descent. The algorithm is applied on the layers made by using the concept of convolutional 

neural networks. They are made up of neurons that have weights and biases from each node 

to another node. Each neuron receives some inputs, performs a dot product and optionally 

follows it. Each neuron feeds its output data as input to the next neuron and this is followed 

till the end until we reach the labels and then the expected result and the output are compared. 

Through which we actually detect the difference and compute losses, so that we can adjust 

the weights at each neuron and perform dots product following with the passing on of values. 

This whole process is termed as 1 epoch.It depends on the type of dataset we are using that 

how many rounds of epoch will be required to get satisfactory output and we will receive 

more accurate output as much we train. 



Each node of layer is connected to all the nodes of the second layer.We have made 2 

convolutional layers and flattened them. 

Linear regression is a type of supervised machine learning algorithm.In the application there 

are predefined labels which will be the output according to the input provided by the user. 

Linear regression can be described as the line of best fit i.e. the line that can be line that relate 

the dependent and the independent variable so that we can focus on new observations just 

like predicting sales, value or figure over time. The correlation between these dependent and 

independent variable do not show linearity but do show a linear pattern over the linear line 

y=mx + c. thus the simple linear regression model also includes the E where E is the error 

term thus the equation bieng y = Bo + B1X + E. The dataset is divided into training and 

testing data. The dataset is not linear,the values fall across the graph. To reduce error between 

these datapoints and the best fit equation we use gradient descent.  

 

Step 4:- Recognition 

We take gesture input from user, and use the model derived after training of the dataset,the 

label or the hand emoji according to the input gesture will be shown. The emoji will be 

determined with the help of model created. 



 

 

 

 

  

 



Architecture Diagram 

FlowChart 

Application: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Backend: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Diagram: 

 

 

 

 

 



RESULT 

 

 

                                                         Labels [Emojis] 

In the above graph, I have compared all the labels/Emojis according to their prediction 

probability. As we can observe the prediction rate after ample amount of training is above 

average. for most of the labels the prediction probability is more than 80% and external 

factors such as proper lightining proved the result to be better. 

 The application is independent of any factors irrespective of size, color of the hand while we 

take gesture as input. The accuracy rate after training is 1. 
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CONCLUSION 

The application can successfully determine the type of hand-emoji in run time-

taking input as images of hand gesture. After the training of dataset leads to  

creation of model which is then used for detection of hand emojis through 

gesture. 

The making of the application requires 4 steps over all that are creation of 

gesture files, convertion of the images to csv format, then the dataset are 

trained making a model , finally the model is used for the recognition process. 

The dataset is separated into training and testing data, a particular percentage 

is used for both the process in our application 90% and 10% respectively. 

The accuracy and probability of prediction of each class is average but are not 

similar the accuracy level depends on how much we have trained the model. 

LIMITATION 

We have limited our application to only 11 Hand-Emojis. The training of dataset is a slow 

process and needs better processor for fast processing. 

The lighting conditions effect the application a lot. The gestures cannot be properly identified 

by the camera. Also the architecture of the neural network may not turn out to be correct and 

provide required result even after ample amount of training. Some Emojis in our application 

take more time to be recognized than others.  
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