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ABSTRACT 

Efficient and accurate object detection has been an important topic in the advancement of 

computer vision systems. With the advent of deep learning techniques, the accuracy for object 

detection has increased drastically. The project aims to incorporate state-of-the-art technique for 

object detection with the goal of achieving high accuracy with a real-time performance. A major 

challenge in many of the object detection systems is the dependency on other computer vision 

techniques for helping the deep learning based approach, which leads to slow and non-optimal 

performance. In this project, we use a completely deep learning based approach to solve the 

problem of object detection in an end-to-end fashion. The network is trained on the most 

challenging publicly available data-set, on which a object detection challenge is conducted 

annually. The resulting system is fast and accurate, thus aiding those applications which require 

object detection. 

1     INTRODUCTION 

Object detection is a well-known computer technology connected with computer vision and 

image processing.With the advent of deep learning techniques, the accuracy for object detection 

has increased drastically.It focuses on detecting objects or its instances of a certain class (such as 

humans, flowers, animals) in digital images and videos. There are various applications including 

face detection, character recognition, and vehicle calculator. 

1.1    Problem Statement 

 

Many problems in computer vision were saturating on their accuracy before a decade. However, 

with the rise of deep learning techniques, the accuracy of these problems drastically improved. 

One of the major problem was that of image classi cation, which is de ned as predicting the class 

of the image. A slightly complicated problem is that of image localiza-tion, where the image 

contains a single object and the system should predict the class of the location of the object in the 

image (a bounding box around the object). The more compli-cated problem (this project), of 

object detection involves both classi cation and localization. In this case, the input to the system 

will be a image, and the output will be a bounding box corresponding to all the objects in the 

image, along with the class of object in each box. An overview of all these problems is depicted 

in Fig. 1. 

 

 

 

 

 

 

 

 

 



1.2   Applications 

A well known application of object detection is face detection, that is used in almost all the 

mobile cameras. A more generalized (multi-class) application can be used in autonomous driving 

where a variety of objects need to be detected. Also it has a important role to play in surveillance 

systems. These systems can be integrated with other tasks such as pose estimation where the rst 

stage in the pipeline is to detect the object, and then the second stage will be to estimate pose in 

the detected region. It can be used for tracking objects and thus can be used in robotics and 

medical applications. Thus this problem serves a multitude of application 

(a) Surveillance (b) Autonomous vehicles 

 

 

 

 

 

 

 

 

 

1.3  Challenges 

 

The major challenge in this problem is that of the variable dimension of the output which is 

caused due to the variable number of objects that can be present in any given input image. Any 

general machine learning task requires a xed dimension of input and output for the model to be 

trained. Another important obstacle for widespread adoption of object detection systems is the 

requirement of real-time (>30fps) while being accurate in detection. The more complex the 

model is, the more time it requires for inference; and the less complex the model is, the less is 

the accuracy. This trade-o between accuracy and performance needs to be chosen as per the 

application. The problem involves classi cation as well as regression, leading the model to be 

learnt simultaneously. This adds to the complexity of the problem. 

 

2   PROPOSED SYSTEM 

 One iof ithe iimportant ifields iof iArtificial iIntelligence iis iComputer iVision i ithe iscience iof 

icomputers iand isoftware isystems ithat ican irecognize iand iunderstand iimages iand iscenes. 

iComputer iVision iis ialso icomposed iof ivarious iaspects isuch ias iimage irecognition, iobject 

idetection, iimage igeneration, iimage isuper-resolution iand i imore. iObject idetection iis 

iprobably ithe imost iprofound iaspect iof icomputer ivision idue ithe inumber iof i ipractical iuse 

icases. iObject idetection irefers ito ithe icapability iof isoftware isystems ito ilocate iobjects iin 

ian iimage/scene iand iidentify ieach iobject. iIt ihas ibeen iwidely iused ifor iface idetection, 



 vehicle idetection, ipedestrian icounting, iweb iimages, isecurity isystems iand idriverless icars. 

iThere iare imany iways iobject idetection ican ibe iused ias iwell iin imany ifields iof ipractice. 

iLike ievery iother icomputer itechnology, ia iwide irange iof icreative iand iamazing iuses iof 

iobject idetection iwill idefinitely icome ifrom ithe iefforts iof icomputer iprogrammers iand 

isoftware idevelopers. 

 Getting ito iuse imodern iobject idetection imethods iin iapplications iand isystems, ias iwell ias 

ibuilding inew iapplications ibased ion ithese imethods iis inot ia istraight iforward itask. iEarly 

iimplementations iof iobject idetection iinvolved ithe iuse iof iclassical ialgorithms, ilike ithe 

iones isupported iin iOpenCV, ithe ipopular icomputer ivision ilibrary. iHowever, ithese iclassical 

ialgorithms icould inot iachieve ienough iperformance ito iwork iunder idifferent iconditions. 
 

 This iproject itook iuse iof iseveral isoftware ilibraries, ipackages iand iprograms ito iutilize 

imachine ilearning. iPython iwas ithe ichoice iof iprogramming ilanguage, iand iTensorFlow 

iwas iused ifor ithe ideep ilearning icomputations, iwhich iin iturn ihas ia ilist iof idependencies. 

iTensorFlow ioffers ia iversion ifor iCPU iusage iand ianother ifor iGPU, ithis iproject iused ithe 

iGPU iversion. iSaid iversion irequires iextra iprograms ifrom ithe iGPU idesigner iNVIDIA, 

isuch ias iCUDA iToolkit, icuDNN iand itheir iGPU idrivers. iSo ifar iNVIDIA iis ithe ileading 

iGPU idesigner ifor ideep ilearning i(also icrypto imining iand iother isimilar ihigh icomplex 

itasks) isince ithey ialso iwrite iprograms ithat iare icompatible iwith itheir icards ithat ienable 

imuch iof ithis icapacity. iThe icard iused ifor ithis iproject iwas ia iGeForce iGTX i990 iTI. 

 

3  EXISTING SYSTEM 

There has been a lot of work in object detection using traditional computer vision techniques 

(sliding windows, deformable part models). However, they lack the accuracy of deep learning 

based techniques. Among the deep learning based techniques, two broad class of methods are 

prevalent: two stage detection (RCNN [1], Fast RCNN [2], Faster RCNN [3]) and uni ed 

detection (Yolo [4], SSD [5]). The major concepts involved in these techniques have been 

explained below. 

3.1  Bounding Box 

The bounding box is a rectangle drawn on the image which tightly ts the object in the image. A 

bounding box exists for every instance of every object in the image. For the box, 4 numbers 

(center x, center y, width, height) are predicted. This can be trained using a distance measure 

between predicted and ground truth bounding box. The distance measure is a jaccard distance 

which computes intersection over union between the predicted and ground truth boxes as shown 

in Fig.  

 

 

 

 

 

 



 

 

3.2 Classification + Regression 

The bounding box is predicted using regression and the class within the bounding box is 
predicted using classi cation. The overview of the architecture is shown in Fig. 4 
 

 

 

 

 

 

 

 

                                        Figure : Architecture overview 

 

3.3 Two-stage Method 

In this case, the proposals are extracted using some other computer vision technique and then 

resized to xed input for the classi cation network, which acts as a feature extractor. Then an SVM 

is trained to classify between object and background (one SVM for each class). Also a bounding 

box regressor is trained that outputs some some correction (o sets) for proposal boxes. The 

overall idea is shown in Fig. 5 These methods are very accurate but are computationally 

intensive (low fps). 
sta

                                                              (a) Stage 1.



                                                                 (b) Stage 2 

 

 

 

 

 

 

 

 

 

 

 

3.4   Unified  Method 

The difference here is that instead of producing proposals, pre-de ne a set of boxes to look for 

objects. Using convolutional feature maps from later layers of the network, run another network 

over these feature maps to predict class scores and bounding box o sets. The broad idea is 

depicted in Fig. 6. The steps are mentioned below: 

 

1. Train a CNN with regression and classi cation objective. 

 
2. Gather activation from later layers to infer classi cation and location with a fully connected 

or convolutional layers. 

3. During training, use jaccard distance to relate predictions with the ground truth. 
 

4. During inference, use non-maxima suppression to lter multiple boxes around the same 
object.  

 

 

 

 

 

 

 

 

 

 



The major techniques that follow this strategy are: SSD (uses di erent activation maps (multiple-

scales) for prediction of classes and bounding boxes) and Yolo (uses a single ac-tivation map for 

prediction of classes and bounding boxes). Using multiple scales helps to achieve a higher 

mAP(mean average precision) by being able to detect objects with di erent sizes on the image 

better. Thus the technique used in this project is SSD. 

 

4   IMPLEMENTATION AND RESULTS 

4.1 Implementation Details 

The project is implemented in python 3. Tensor ow was used for training the deep network and 
OpenCV was used for image pre-processing. 

The system speci cations on which the model is trained and evaluated are mentioned as follows: 

CPU - Intel Core i7-7700 3.60 GHz, RAM - 32 Gb, GPU - Nvidia Titan Xp. 

 

4.2  Pre-processing 

The annotated data is provided in xml format, which is read and stored into a pickle le along with 
the images so that reading can be faster. Also the images are resized to a xed size. 

 

4.3   Network 

The entire network architecture is shown in Fig. The model consists of the base network derived 

from VGG net and then the modi ed convolutional layers for ne-tuning and then the classi er and 

localizer networks. This creates a deep network which is trained end-to-end on the data 

                                               Fig:Network in tensor board



4.4 Qualitative Analysis 

 

The results from the PASCAL VOC dataset are shown in Table. 

      INPUT                       GROUND EARTH                 PREDICTION 



5   CONCLUSION 

An accurate and efficient object detection system has been developed which achieves compa-

rable metrics with the existing state-of-the-art system. This project uses recent techniques in the 

eld of computer vision and deep learning. Custom dataset was created using labelImg and the 

evaluation was consistent. This can be used in real-time applications which require object 

detection for pre-processing in their pipeline. 

 

An important scope would be to train the system on a video sequence for usage in tracking 
applications. Addition of a temporally consistent network would enable smooth detection and 
more optimal than per-frame detection. 

 

6  FUTURE WORKS 

Computer vision is still a developing discipline, it has not been matured to that level where it can 
be applied directly to real life problems.  

After  few years computer vision and particularly the object detection would not be any more 
futuristic and will be ubiquitous. For now, we can consider object detection as a sub-branch of 
machine learning. 

 

ImageAI iprovides imany imore ifeatures iuseful ifor icustomization iand iproduction icapable 

deployments ifor iobject idetection itasks. iSome iof ithe ifeatures isupported iare: 

- iAdjusting iMinimum iProbability: iBy idefault, iobjects idetected iwith ia iprobability 

ipercentage iof iless ithan i50 iwill inot ibe ishown ior ireported. iYou ican iincrease ithis ivalue 

ifor ihigh icertainty icases ior ireduce ithe ivalue ifor icases iwhere iall ipossible iobjects iare 

ineeded ito ibe idetected. 

- iCustom iObjects iDetection: iUsing ia iprovided iCustomObject iclass, iyou ican itell ithe 

idetection iclass ito ireport idetections ion ione ior ia ifew inumber iof iunique iobjects. 

- iDetection iSpeeds: iYou ican ireduce ithe itime iit itakes ito idetect ian iimage iby isetting ithe 

ispeed iof idetection ispeed ito i“fast”, i“faster” iand i“fastest”. 

- iInput iTypes: iYou ican ispecify iand iparse iin ifile ipath ito ian iimage, iNumpy iarray ior 

ifile istream iof ian iimage ias ithe iinput iimage. 

 

iOutput iTypes: iYou ican ispecify ithat ithe idetect iObjects iFrom iImage ifunction ishould 
ireturn ithe iimage iin ithe iform iof ia ifile ior iNumpy iarray 
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