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ABSTRACT 

 

This analysis mainly focuses on the domain of Machine Learning example of Movie 

Recommendation System with a approach of finding the similarity scores between the two 

contents in the content based filtering. It helps us in finding the distance between the two 

vectors and their angle by the help of the cosine similarity formula and their magnitude of 

relative scores. In this model, we have considered two texts and plotted them in the form of a 

graph from where we have plotted the points taking two-dimension plane of x-y plane only.  

We have taken in consideration two fields (i.e.) in x-plane we have considered the word London 

of the text whereas in y-plane we have considered Paris word of the texts. This model analysis 

the points to find the two texts similarity scores by using Python shell and distance between 

two vector model approach more effectively and precisely. 

 

 In today computer world we have lots of stuff on our Internet sources to watch and see but 

every single stuff available not matches with our liking. We sometimes get the feed of the 

videos, vies, news, clothing etc. which is not according to our liking and interest. It makes the 

customer interest in the application lowest and he/she further doesn’t want to get through the 

same application again. The need for the hour is to develop some code which can tell at a 

beginner level the matching pattern of the customer trend and recommend him with the best 

item of his interest level. This will help us in making the customer experience satisfactory and 

able to achieve good ratings and popularity as well.  

 

Many of the recommendation systems we are seeing today in our environment such as in the 

YouTube for example if I see lots of news regarding the GK and Current Affairs then it offers 

me the related videos according to it with different subscribers. It gains popularity by 

application rating and at the same time enhances the customer experience. This policy of 

recommendation system is really helpful in giving optimum results to an application 

profitability and to make the organisation more connected. 

 

We can also see the recommendation work in online food applications such as Zomato, Food 

Panda and Swiggy which offers their customers the food restaurants which supplies their taste 

food. They learn upon the behaviour of the customer from the previous orders and tries to 

impress them with the latest add-ons of their favourite cuisines and stuffs.  

 

 

It is been investigated from decade towards our needs that most of the ML implementation 

algorithms and other aspects are been governed by the recommendation engines to compute 

the similarity scores. This research paper takes upon the consideration a graph based model, 

which is quite affordable and easy to understand by software developer ,where we have taken 

two Texts A and B and try to find out the distance between these two words of texts “London” 

and “Paris” on X-axis and Y-axis respectively. 

 



INTRODUCTION 

 

Supervised Machine Learning is when the model is getting trained on a labelled 

dataset. Labelled dataset is one which have both input and output parameters. In this 

type of learning both training and validation datasets are labelled Here, we have three 

components such as Training Data, Test Data and features. Training data is that where 

data is usually split in the ratio of 80:20 i.e. 80% as training data and rest as testing 

data. Testing data is that when data is good to be tested. At the time of testing, input is 

fed from remaining 20% data which the model has never seen before, the model will 

predict some value and we will compare it with actual output and calculate the 

accuracy. 

 

Three different types of Machine Learning methods are as follows- 

1.) Data Extraction and Cleaning 

This is been used to extract and clean the data by using scripting languages such as Python, 

Shell Scripting etc. Here we extract and filter the useful data of movies datasets according to 

our need. 

2.) Build ML Model 

Once we will extract and clean data will start building up the model with tools such as Tensor 

Flow, Azure ML etc. We build our movie recommendation engine here which would be in 

form of a Python script. 

3.) Build Software Infrastructure 

Here we have to build ML components such as a product for the users by using the ML 

algorithms in the form of a software by using JavaScript. A little knowledge of cloud 

infrastructure such as AWS (Amazon Web Services) and to collaborate with people a little 

knowledge of GitHub is also known 



Users- They are the one who uses these services or acts as the consumer. 

Items-Here these are the different sets of movies which are been recommended in a sort of 

zig-zag manner according to our previous searches 

 

 

 

Three ways of performing the filtering are as follows- 

⚫ Trending based filtering- Here the movies are been classified by the ratings and the 

stuff that is been liked by a majority of the population. 

⚫ Content based filtering-Here the similar articles are been recommended to the user 

according to his previous content search. 

⚫ Collaborative based filtering-Here the two similar user likings act as a recommender 

to each other. Like, we two users watch comedy movies so if a new comedy stuff 

appears and is watched by A user it will also be recommended to user B. 

 

A recommender system, or a recommendation system (sometimes replacing 'system' with a 

synonym such as platform or engine), is a subclass of information filtering system that seeks 

to predict the "rating" or "preference" a user would give to an item They are primarily used in 

commercial applications. Recommender systems are utilized in a variety of areas and are 

most commonly recognized as playlist generators for video and music services 

like Netflix, YouTube and Spotify, product recommenders for services such as Amazon, or 

content recommenders for social media platforms such as Facebook and Twitter. These 

systems can operate using a single input, like music, or multiple inputs within and across 

platforms like news, books, and search queries. There are also popular recommender systems 

for specific topics like restaurants and online dating. Recommender systems have also been 

developed to explore research articles and experts, collaborators, and financial services 

https://en.wikipedia.org/wiki/Information_filtering_system
https://en.wikipedia.org/wiki/Netflix
https://en.wikipedia.org/wiki/YouTube
https://en.wikipedia.org/wiki/Spotify
https://en.wikipedia.org/wiki/Amazon_(company)
https://en.wikipedia.org/wiki/Facebook
https://en.wikipedia.org/wiki/Twitter
https://en.wikipedia.org/wiki/Online_dating


These both are the recommendation engines that recommend us the movies and other related 

stuff based on our previous searches and watched experience. 

 

  

  

 

. 

. 

 

⚫ Classification: It is a Supervised Learning task where output is having defined labels 

(discrete value). 

⚫ Regression: It is a Supervised Learning task where output is having continuous value. 

 

 

 



EXISTING SYSTEM 

 

 

• We use Digital libraries for a wide variety of digital objects (research papers, 

publications, journals, research projects, newspapers, magazines, and past questions). 

 

• But some digital libraries even offer millions of digital objects. Therefore, getting or 

finding favourite digital objects from a large collection of available digital objects in 

the digital library is one of the major problems.  

 

• The users need help in finding items that are in accordance with their interests. 

  

• Recommender systems offer a solution to this problem as library users will get 

recommendations using a form of smart search. 

 

• The problem considered here is to develop recommendation to find a particular 

variety of the objects to user (like publications, research paper etc.) only in a large 

collection of items. 

 

 

Recommender systems are software applications that suggest or recommend items or 

products (in the case of ecommerce) to users. These systems use users' preferences or 

interests (supplied as inputs) and an appropriate algorithm in finding the relevant or desired 

items or products. Recommender systems deal with information overload problems by 

filtering items that potentially may match the users' preferences or interests. These systems 

aid users to efficiently overcome the problem by filtering irrelevant information when users 

search for desired information. 

 

 

Content-based recommenders provide recommendations by comparing representation of 

contents describing an item or a product to the representation of the content describing the 

interest of the user (User's profile of interest). They are sometimes referred to as content-

based filtering. The content-based technique is adopted or considered here for the design of 

the recommender system for digital libraries. Content-based technique is suitable in situations 

or domains where items are more than users. 

 



The use of collaborative-filtering technique in recommending research papers has been 

criticized by some authors. Authors like [15] suggest that collaborative-filtering technique is 

ineffective in domains where items (e.g. research papers) are more than users. [16] Said; 

"Users are not willing to spend time to rate items explicitly". Hence, content-based approach 

is adopted for the design and implementation of research paper recommender system. This 

approach does not depend on the ratings of other users but uses the contents describing the 

items and the users' taste or needs. The researchers used the following data collection 

procedure and methods in representing the research papers, users' profile of interest, and also 

in providing recommendations to the users. 

 

 

The Cosine similarity is a measure of similarity between two vectors of an inner product 

space that measures the cosine of the angle between them. The researchers used this method 

to determine how similar a research paper is to a user's query or paper that a user has liked in 

the past. The research papers are represented as vectors of weights, where each weight 

indicates the degree of association between the research papers and the term. 

 

 It is helpful in implementing the model with cosine similarity formula and recommend the 

string similar to the user choice by analysing his patterns of writing with that of the stated 

other given string. 

 

 

When two or more movies of some different genres come it becomes hard for Sublime Text 

to understand. 

 

• It gives the results of similar movies related to my applied set of movies. 

 

• It is confined of providing the results with the help of cosine similarity formula and 

count vectorizer. 

 

• It provides the output of movies with the help of datasets governed through csv files. 

 

• Not confined to provide advance hybrid string matching elements solutions and 

responses. 

 

  



PROPOSED SYSTEM 

 

 

• To find out the related content of the user in a given set of collection and to his 

interest feed. 

 

• Providing the accurate and most confined results by using the distance between two 

vectors model and graph plotting examples. 

 

• Using the cosine similarity formula for finding the similarity scores/matching of the 

two texts more accurately. 

 

• By providing accurate results by the usage of movies datasets by IMDB in the 

existing project work. 

 

• Classifying the users interest movies and recommend them to their searches fast by 

help of libraries and software as pip, panda etc. 

 

Keyword-Based Vector-Space Model: The researchers used this model with basic TF-IDF 

weighing technique to represent a research paper as a vector of weights, where each weight 

indicates the degree of association between a research paper and a term or keyword. • Item 

Representation: The items (research papers) are represented by a set of features (also called 

attributes or properties). These attributes are: title of the paper, abstract, keywords, research 

area, ID of the paper, and the authors. The abstract represents the research paper when the 

frequency of a term in the research paper is being determined. Recommender systems are 

software applications that provide or suggest items to intended users. These systems use 

filtering techniques to provide recommendations. The major ones of these techniques are 

collaborative-based filtering technique, content-based technique, and hybrid algorithm. The 

motivation came as a result of the need to integrate recommendation feature in digital 

libraries in order to reduce information overload. Content-based technique is adopted because 

of its suitability in domains or situations where items are more than the users. TF-IDF (Term 

Frequency Inverse Document Frequency) and cosine similarity were used to determine how 

relevant or similar a research paper is to a user's query or profile of interest. Research papers 

and user's query were represented as vectors of weights using Keyword-based Vector Space 

model. The weights indicate the degree of association between a research paper and a user's 

query. This paper also presents an algorithm to provide or suggest recommendations based on 

users' query. The algorithm employs both TF-IDF weighing scheme and cosine similarity 

measure. Based on the result or output of the system, integrating recommendation feature in 

digital libraries will help library users to find most relevant research papers to their needs 



 

Step 1: Install Python 

If you do not have Python installed on your computer. 

Install the latest version of Python from Web. 

 

Step 2: Download the pip package manager for Python 

Once you have installed Python from the instructions above. 

We need to install some libraries which we are going to use in our workshop. We will install 

Numpy, Matplotlib and Pandas to work with our datasets. 

pip is a package management system used to install and manage software packages written in 

Python. 

 Right Click the following link and select Save Link As  

(Save Target As): https://bootstrap.pypa.io/get-pip.py 

Go to the folder where you saved this file. In windows explorer use Shift + Right Click and 

then select Open command window here to open command prompt in this directory. Then run 

the following command: 

python get-pip.py 

 

 

Step 3: Install Libraries 

Open Command Prompt. 

 Run the following command to install necessary libraries. 

pip install numpy matplotlib pandas scikit-learn gym opencv-python 

If the installation completes without any errors, you are all set! 

 

 

 

 

https://bootstrap.pypa.io/get-pip.py


IMPLEMENTATION OF CODING DIAGRAMS 

 

• Step1: Read CSV file of dataset.  

• Step2: Select features of datasets 

• Step3: Create a column in DF which contains all selected features 

• Step 4: Create count matrix from this new combined column 

• Step5: Compute the cosine similarity based on count matrix 

• Step6: Get index of this movie from title 

• Step7: We will get the list of similar movies in descending order of similarity score 

• Step8: Lastly, Print title of first 15 movies 

 

 

 

• Step1: Read CSV file of dataset 

 

 

• Step2: Select features of datasets 



• Step3: Create a column in DF which contains all selected features 

 

 

 

• Step 4: Create count matrix from this new combined column 

 

 

 

• Step5: Compute the cosine similarity based on count matrix 



• Step6: Get index of this movie from title 

 

 

 

 

• Step7: We will get the list of similar movies in descending order of similarity score 

 

  



• Step8: Lastly, Print title of first 15 movies 

 

 

 

 

 

 

 

I have taken Imdb datasets of movies here for building this project 

https://datasets.imdbws.com/. 

⚫ Each dataset is contained in a gipped, tab-separated-values (TSV) formatted file in the 

UTF-8character set. The first line in each file contains headers that describe what is in 

each column. A ‘\N’ is used to denote that a particular field is missing or null for that 

title/name. The available datasets are as follows: 

⚫ name.basics.tsv.gz 

⚫  title.akas.tsv.gz 

⚫  title.basics.tsv.gz 

⚫ title.crew.tsv.gz 

⚫ title.episode.tsv.gz 

⚫  title.principals.tsv.gz 

⚫ title.ratings.tsv.gz 

https://datasets.imdbws.com/


OUTPUT/RESULT/SCREENSHOT 

 

 

 

  

 



 

 



 

 

 

 



CONCLUSION/FUTURE ENHANCEMENT 

 

• In this project we have implemented and learn the following things such as- 

 

• Building a Movie Recommendation System 

 

• To find the Similarity Scores and Indexes. 

 

• Compute Distance Between Two Vectors 

 

• Cosine Similarity 

 

• To find Euclidian Distance and many more ML related concepts and techniques. 

 

 

Research paper recommender systems help library users in finding or getting most relevant 

research papers over a large volume of research papers in a digital library. This paper adopted 

content-based filtering technique to provide recommendations to the intended users. Based on 

the results of the system, integrating recommendation features in digital libraries would be 

useful to library users.  

 

The solution to this problem came as a result of the availability of the contents describing the 

items and users' profile of interest. Content-based techniques are independent of the users 

ratings but depend on these contents. This paper also presents an algorithm to provide or 

suggest recommendations based on the users' query. The algorithm employs both TF-IDF 

weighing and cosine similarity measure 

 

The next step of our future work is to adopt hybrid algorithm to see how the combination of 

collaborative and content-based filtering techniques can gives us a better recommendation 

compared to the adopted technique in this paper.  

 

The content-based technique is adopted or considered here for the design of the recommender 

system for digital libraries. Content-based technique is suitable in situations or domains 

where items are more than users. 

 

Library users do experience difficulties in getting or finding favourite digital objects (e.g. 

research papers) from a large collection of digital objects in digital libraries.  
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