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ABSTRACT 

In today's digital era, where digitization is pervasive, SMS has emerged as a crucial form of 

communication. Unlike platforms such as Facebook and WhatsApp, SMS doesn't depend on 

an active internet connection. However, the prevalence of spam SMS poses a significant 

threat as it can deceive mobile users into divulging confidential information, leading to 

severe consequences. Recognizing the gravity of this issue, there is a pressing need to 

develop an effective spam filtration solution. The model would be trained to identify spam 

messages based on a variety of features, such as the keywords in the messages was sent. 

Machine learning algorithms can be used to train a model to identify spam messages, such 

as Naive Bayes classifiers serve as straightforward and resilient probabilistic classifiers, 

proving especially valuable in tasks related to text classification. The algorithm operates on 

the premise of assuming conditional independence among features given a class, providing 

a practical initial approximation for real-world scenarios. The problem of SMS spam 

detection is a machine learning model that can accurately identify spam messages in real 

time. The model is a prediction of whether a given SMS message is spam or ham. The 

prediction can be used to block the message, or to take other actions, such as warning the 

user or moving the message to a spam folder. In conclusion, SMS spam detection plays a 

pivotal role in safeguarding user privacy, enhancing user experience, and ensuring regulatory 

compliance. It leverages techniques like rule-based filtering, machine learning, and user 

feedback to effectively identify and filter out spam messages. 
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CHAPTER-1 

INTRODUCTION 

1.1 Introduction 

In today's interconnected world, Short Message Service (SMS) is an integral part of our daily 

communication. Whether it's sharing updates with friends or receiving important alerts from 

businesses, SMS is a ubiquitous and convenient means of staying connected. However, this ease 

of communication has also opened the door to SMS spam, which inundates our inboxes with 

unwanted and often malicious messages. SMS spam not only disrupts our personal and 

professional lives but also poses security and privacy risks. The primary objective of SMS spam 

detection is to automatically identify and filter out these unwanted messages, ensuring that users 

receive only legitimate and relevant texts while protecting them from potential security threats. 

This process involves the application of various techniques, including rule-based filtering, machine 

learning, and user feedback. SMS spam detection is not only essential for user privacy and security 

but also for regulatory compliance, user experience improvement, and maintaining an efficient and 

trusted messaging system. As the landscape of mobile communication evolves, the importance of 

effective SMS spam detection continues to grow, making it a vital area of research and 

development in information technology and telecommunications.  

 

1.2 Formulation of Problem 

SMS spam is a growing problem, with billions of spam messages sent each day. Spam messages 

can be annoying and inconvenient, but they can also be dangerous, as they can be used to spread 

malware, phishing attacks, and other scams. This project aims to develop a SMS Spam Detection 

using the Naïve Bayes algorithm, leveraging a comprehensive dataset that includes a wide array 

of features, such as Message Text, Message Length, Message Type, Message Structure, Emoticons 

and Symbols’ and more. 

In the context of SMS spam detection, the Naive Bayes algorithm uses Bayes' theorem to calculate 

the probability of a message being spam, given the presence of certain keywords or phrases in the 

message. To train the Naive Bayes algorithm, it is given a set of labelled SMS messages, where 
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each message is labelled as either spam or ham. The algorithm then calculates the probabilities of 

each keyword or phrase occurring in spam and ham messages. 

A GUI, or graphical user interface, is a way for users to interact with a computer program using 

visual elements such as buttons, menus, and text boxes. GUIs are commonly used in SMS spam 

detection applications to allow users to easily label messages as spam or ham, train the spam 

detection model, and predict whether new messages are spam or ham. 

 

1.2.1 Tools and Technology Used 

In this project, the primary technology utilized is the Naive Bayes algorithm is rooted in Bayes' 

theorem from machine learning. According to this theorem, the probability of an event occurring, 

given that another event has already occurred, is determined by multiplying the probability of the 

first event by the probability of the second event happening given that the first event has occurred. 

This product is then divided by the probability of the second event occurring. 

In the context of SMS spam detection, Naive Bayes can be used to calculate the probability of a 

message being spam, given the presence of certain keywords or phrases in the message. The 

algorithm works by first training on a set of labelled SMS messages, where each message is 

labelled as either spam or ham. The algorithm then calculates the probabilities of each keyword or 

phrase occurring in spam and ham messages. 

For example, let's say that the Naive Bayes algorithm has been trained on a set of labeled SMS 

messages. The algorithm has computed that the likelihood of the word "free" appearing in a spam 

message is 0.8, while the probability of encountering the word "free" in a ham message is 0.2. 

Now, let's say that the algorithm receives a new SMS message that contains the word "free". The 

algorithm will calculate the probability of the message being spam as follows: 

P(spam | free) = P(free | spam) * P(spam) / P(free) 

where: 

 P(spam | free) is the probability of the message being spam, given that it contains the word 

"free". 

 P(free | spam) is the probability of the word "free" occurring in a spam message. 

 P(spam) is the probability of a message being spam. 

 P(free) is the probability of the word "free" occurring in any message. 
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If the probability of the message being spam exceeds 0.5, it will be categorized as spam. Otherwise, 

if the probability is equal to or less than 0.5, the message will be classified as ham. 

 
Figure 1: Working of the Naïve Bayes Algorithm 

 
Here are some of the key tools and technologies employed in the project: 
 
1.2.2 Python: 
 
Python stands out as a leading programming language in the realm of machine learning, thanks to 

its extensive array of libraries and tools. These resources streamline the process of developing, 

training, and deploying machine learning models. Python's readability, community support, and 

flexibility contribute to its popularity in the field of machine learning. 

 
1.2.3 Jupyter Notebook IDE: 

Jupyter Notebook is a popular integrated development environment (IDE) for machine learning 

projects. It provides an interactive platform for coding in languages like Python, combining code 

with documentation and data visualization.  

 
1.2.4 NumPy: 

NumPy is a fundamental library in machine learning due to its efficient array operations. It enables 

data manipulation and numerical computations, making it easier to work with datasets. NumPy’s 
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array structure allows for vectorized operations, improving the speed and efficiency of machine 

learning algorithms.  

 
1.2.5 Pandas: 

Pandas plays a crucial role in the field of machine learning as a key library for data manipulation 

and analysis. Through its versatile data structures, such as DataFrames, Pandas facilitates the 

organization and manipulation of structured data. This functionality is particularly vital for tasks 

like data cleaning. feature extraction, and exploratory data analysis (EDA). Pandas simplifies data 

handling, making it easier to prepare datasets for machine learning algorithms and gain insights 

into the data's characteristics and distribution. 

 
1.2.6 Scikit-learn (Sklearn): 

Scikit-learn stands out as a freely available, open-source machine learning library designed for 

Python. It encompasses an extensive array of algorithms, covering classification, regression, 

clustering, and dimensionality reduction, making it a versatile tool for various machine learning 

tasks. Scikit-learn is built on top of NumPy, SciPy, and Matplotlib, and is known for its simplicity, 

efficiency, and extensibility. 

 
1.2.7 Matplotlib: 

Matplotlib is a widely used Python library for creating data visualizations, which is essential in 

machine learning. It offers a range of functions for generating various types of plots and charts, 

aiding in data exploration, feature visualization, and model performance assessment. 

 
1.2.8 Seaborn: 

Seaborn, a Python library for statistical data visualization, is constructed atop Matplotlib. It 

furnishes a high-level interface, enabling the creation of visually appealing and informative 

statistical plots with ease. Seaborn is widely used in machine learning to visualize training and 

testing data, model performance, and predictions. 
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1.2.9 WordCloud: 

The wordcloud library can be used in machine learning to visualize and understand the distribution 

of words in a dataset. This can be helpful for identifying important keywords, trends, and outliers. 

Word clouds can also be used to generate creative visualizations of machine learning models and 

predictions. 

 
1.2.10 Nltk: 

The Natural Language Toolkit (NLTK) is a Python library for machine learning that offers 

essential tools for text processing and natural language understanding. It is widely used for tasks 

like text classification, sentiment analysis, and language modeling. 
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CHAPTER-2 

LITERATURE REVIEW/ PROJECT DESIGN  

2.1 Literature Reviews: 

Over the past few years, numerous research endeavors have surfaced in the domain of SMS spam 

detection and classification. These studies have explored various machine learning techniques, 

including Support Vector Machine (SVM), Decision Tree, K-Nearest Neighbor (KNN), Random 

Forest, among others.  

 In their paper [4] Gupta, Suparna Das, Soumyabrata Saha, showed that machine learning 

algorithm can be utilized to identify spam SMS messages, achieving a 95% accuracy rate. 

They employed the TF-IDF vectorization algorithm for data preprocessing using the UCI 

Machine Learning Repository dataset. 

 Research [5] describes that the data The data underwent preprocessing, involving the 

removal of stop words, and feature extraction was carried out using Wordnet Lemmatizer 

for tokenization and Count Vectorizer for converting words to vectors. The research 

employed various machine learning algorithms, including naive Bayes, logistic regression, 

random forest, and decision tree classifiers. Notably, the random forest classifier 

demonstrated superior effectiveness, achieving an accuracy of 98.13% in the detection of 

SMS spam messages. 

 The article [6] discusses the growing threat of spam SMS and how the exploratory analysis 

was conducted on a sample dataset from UCI to find an effective solution. The analysis 

showed that the length feature was important in distinguishing between ham and spam, but 

there was a high imbalance in the dataset between the two classes. The dataset underwent 

pre-processing and cleaning to mitigate noise, with features extracted through the 

implementation of the Bag of Words model. Subsequently, machine learning models, 

including XGBoost, decision tree, and Random Forest, were employed on the dataset, 

revealing XGBoost as the most effective model among the options. 

 In their paper [7] Housemand Shirani-Mehr, In the original paper referencing this dataset, 

the most effective classifier employs SVM as the learning algorithm, achieving an 

impressive overall accuracy of 97.64%. Following closely is the boosted naive Bayes 
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classifier with an overall accuracy of 97.50%. When compared to the outcomes of prior 

research, our classifier substantially diminishes the overall error, cutting it by more than 

half. 

 In their paper [8] M. Rubin Julis, S. Alagesan, the paper investigates various machine 

learning classifiers using a large corpus of SMS messages for individuals. The Accuracy 

Comparison results indicate that Support Vector Machines achieve the highest accuracy 

score at 98%, surpassing all other algorithms. In terms of the Training Set Comparison, 

Support Vector Machines with the RBF kernel are observed to undergo more frequent 

training sessions than any other algorithms. 

 In their paper [9] Mr. E.Sankar, Y Y S Shekhar Babu, M.Tridev, B.E, The collaborative 

approach of Naive Bayes and FP-Growth yields the highest average accuracy at 98.506%, 

surpassing the accuracy achieved without utilizing FP-Growth for the SMS Spam 

Collection v. 1 dataset by 0.025%. This improvement contributes to an enhanced perfection 

score, establishing the combined result as more accurate. 

 [10] Despite the proliferation of various communication mediums through messenger 

applications on mobile phones, SMS (Short Message Service) continues to remain the 

primary choice for communication. 

 [11] In today's digitized world, where technology is omnipresent, SMS has emerged as a 

crucial means of communication. This sets it apart from other chat-based messaging 

systems such as Facebook and WhatsApp. 

 [12] While mobile messaging channels are currently perceived as "clean" and reliable in 

many parts of the world, recent reports starkly reveal a significant daily increase in the 

volume of smartphone spam. 

 [13] Electronic mail is undergoing a vital revolution, supplanting traditional 

communication systems due to its convenient, economical, fast, and user-friendly nature. 

 

2.2 Problem Definition: 

The SMS spam detection problem revolves around the need to identify and mitigate the ever-

present issue of unsolicited and potentially harmful SMS messages, commonly referred to as spam, 

in the world of mobile communication. The primary challenge is to create a system capable of 
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distinguishing between legitimate SMS messages that users want to receive and unwanted or 

malicious ones that can range from annoying advertisements and scams to phishing attempts and 

fraudulent schemes. The core objective of SMS spam detection is to automatically classify 

incoming text messages as either spam or legitimate, allowing users to have cleaner and more 

secure SMS inboxes while ensuring their privacy and user experience. This problem is 

multifaceted, involving data collection, feature engineering, machine learning model development, 

and real-time message processing. By addressing this problem, organizations can enhance user 

satisfaction, protect user privacy, maintain regulatory compliance, and uphold the trustworthiness 

and security of SMS communication. 

2.2.1 Key Components of SMS Spam Detection: 

1. Message Content Analysis: One of the primary methods for detecting SMS spam involves 

analyzing the content of the message. This analysis may involve text classification 

techniques, where machine learning models are trained to differentiate between legitimate 

and spam messages based on keywords, message structure, or other text features. Certain 

words or phrases associated with spam are used as indicators. 

2. Sender Reputation: Another aspect of SMS spam detection is examining the sender's 

reputation. Legitimate organizations and individuals typically have established reputations, 

while spammers often use anonymous or temporary phone numbers. Systems can flag 

messages from unknown or suspicious senders for further inspection. 

3. User Feedback: Many SMS applications allow users to report spam messages. User 

feedback is valuable in improving detection systems. Messages that receive multiple user 

reports are often marked as spam. 

4. Machine Learning: Machine learning algorithms are widely used for SMS spam 

detection. These algorithms are trained on labeled datasets, with examples of both spam 

and legitimate messages. They learn to recognize patterns and features associated with each 

category and can subsequently classify new messages. 

 

2.3 Data Flow Diagram: 

A Data Flow Diagram (DFD) is a graphical representation that visually depicts the flow of data 

within a system. Employing symbols to represent processes, data stores, data flows, and external 
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entities, DFDs offer a comprehensive illustration of how information traverses a system. This 

visualization facilitates a clear understanding and design of information processes. Widely utilized 

in system analysis and design, DFDs serve as effective tools for modeling and documenting data 

interactions. 

2.3.1 Front End Model Diagram 

 

                    

Figure 2: Front end Diagram 
 

 

2.3.2 Back End Module Diagram  

 

 

 

 

 

 

Figure 3: Backend Diagram 
2.4 System Design 

System design involves delineating the architecture, components, modules, interfaces, and data of 

a system to meet predefined requirements. It involves translating system requirements into a 

detailed design that serves as a blueprint for the actual implementation. Key considerations include 

Algorithm Result 

Data Set Data 
Preprocessing 

Featurization Split the dataset 
(train, test) 

ML Models Classification Accuracy 
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hardware and software specifications, data organization, and overall system structure. The goal is 

to create a robust and efficient solution that meets the intended purpose. 

 

2.4.1 Architecture Design 

Architecture design involves creating a high-level structure for a system, defining its components, 

modules, and their relationships. It focuses on achieving system objectives while addressing key 

architectural concerns such as scalability, performance, and maintainability. The outcome is a 

blueprint that guides the implementation and ensures the system's coherence and effectiveness. 

 

 

 

 

     

     SMS  
        Message Dataset 
 

 

 

Figure 4: Architecture Diagram 
 

 

2.4.2 Use Case Diagram 

Use case design is a process within system development that identifies, clarifies, and models the 

interactions between users and a system. It involves creating detailed scenarios or use cases to 

illustrate how users interact with the system to accomplish specific goals. Use case diagrams help 

depict these interactions visually, outlining the sequence of events and system responses. Use case 

Pre- 
Processi
ng 

A
N

A
L

Y
SE

R
 

Classifier 
Accuracy 
ML 
Model 

Test 
Data 

Cleaning 

NLP 

Feature 
Extraction 

To improve accuracy 

DL 

Train ML Model 

Prediction 



11 
 

design aids in understanding user requirements, guiding system development, and ensuring the 

alignment of features with user needs for effective software or system functionality. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

  

Figure 5: Use Case Diagram 
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2.4.3 Sequence diagram 

Sequence design is a phase in software development that focuses on detailing the interactions and 

order of execution among objects or components within a system. It involves creating sequence 

diagrams to illustrate the flow of messages and actions between these entities during specific 

scenarios or processes. This design phase aids developers in understanding and implementing the 

dynamic aspects of a system's functionality. 

 

 

 

 

 

 

 

 

 

 

Figure 6: Sequence diagram 
2.5 Methodology: 

2.5.1 Data Collection: 

We utilize a database comprising 5574 text messages sourced from the UCI Machine Learning 

repository, compiled in 2012. This database encompasses a set of 425 SMS spam messages that 

were manually extracted from the Grumble text website (e.g., spam.csv). 
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2.5.2 Data cleaning: 

Within a machine learning project, data cleaning encompasses the identification and correction of 

errors, inconsistencies, and missing values in the dataset. This process is crucial for ensuring that 

the data used for model training and analysis is of high quality, reliable, and accurate. It includes 

tasks like handling missing data, removing duplicates, addressing outliers, and correcting 

inconsistent or erroneous values. Data cleaning is a crucial step to prevent bias and errors in 

machine learning models, ultimately leading to better predictive performance. 

2.5.3 Exploratory Data Analysis (EDA): 

Exploratory Data Analysis (EDA) in a machine learning project involves data profiling, 

visualization, and statistical analysis to understand the dataset's characteristics, patterns, and 

relationships. It helps identify missing data, outliers, and opportunities for feature engineering, 

improving data quality and model performance. 

Here are some common EDA steps that are used in SMS spam detection: 

 Imbalance Assessment: EDA also helps in assessing the class distribution. Detecting 

imbalanced data (where spam messages may be significantly less frequent than non-spam) 

can guide later steps in the project, like sampling techniques or model evaluation strategies. 

 Pattern Identification: EDA aids in identifying patterns in spam messages, such as 

common keywords, phrases, or characteristics that distinguish them from legitimate 

messages. This knowledge can guide feature selection and model building. 

 Statistical Analysis: EDA can involve statistical analysis to calculate summary statistics 

for both spam and non-spam categories. This helps in identifying differences in message 

length, word frequency, and other relevant attributes. 

2.5.4 Data Preprocessing: 

Data preprocessing stands as a crucial step in every machine learning endeavor, including SMS 

spam detection. This step entails the cleaning and transformation of data to enhance its suitability 

for the machine learning algorithm. 

Here are some common data preprocessing steps that are used in SMS spam detection: 

 Remove stop words: Stop words, which include common terms like "the," "is," and "of," 

contribute minimal meaning to the text. Eliminating stop words proves beneficial in 

reducing the dataset size and enhancing the accuracy of the machine learning model. 
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 Stem or lemmatize words: Stemming and lemmatization are two techniques for reducing 

words to their root forms. Enhancing the accuracy of the machine learning model is 

achievable by enabling the model to recognize related words, even when they exhibit 

different spellings. 

 Convert to lowercase: Lowercasing all words in the dataset can enhance the accuracy of 

the machine learning model by diminishing the count of unique words within the dataset. 

 Handle missing values: Missing values are data points that are not present in the data set. 

There are a variety of ways to handle missing values, such as removing the data points, 

imputing values, and using machine learning algorithms to predict the missing values. 

 Feature engineering: Feature engineering involves crafting new features from the 

available data. This practice is employed to enhance the accuracy of the machine learning 

model or to tailor the dataset to better align with the requirements of the specific machine 

learning algorithm in use. 

 

2.5.5 Model Selection: 

Naive Bayes stands out as a straightforward yet powerful machine learning algorithm designed 

for classification tasks. Its foundation lies in Bayes' theorem, a mathematical formula used to 

calculate the probability of an event happening when another event has already occurred. 

In the realm of SMS spam detection, Naive Bayes can be applied to determine the likelihood 

of a new SMS message being classified as either spam or ham (legitimate). This determination 

is based on the probability of each word in the message occurring in both spam and ham 

messages. 

For example, let's say we have the following two SMS messages: 

Spam message: I love you, baby. Please send me $100. 

Ham message: I am going to the store. Do you need anything? 

Leveraging Naive Bayes allows us to compute the probability of each word in these messages 

appearing in either spam or ham messages. For instance, the word "love" is more inclined to 

occur in a spam message than in a ham message, while the word "store" is more likely to be 

found in a ham message than in a spam message. 

After determining the probability of each word in the new message occurring in both spam and 

ham messages using Naive Bayes, we can then utilize the algorithm to calculate the overall 
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probability of the new message being categorized as spam or ham. The classification is 

determined by comparing the probability of the message being spam to that of it being ham. If 

the probability of the message being spam is higher, the message is classified as spam. 

Here's a simplified example illustrating how Naive Bayes functions for SMS spam detection: 

New message: "I love you, baby. Please send me $100." 

Probability of the message being spam: 

P(spam) * P(I love you) * P(baby) * P(please send me) * P($100) 

Probability of the message being ham: 

P(ham) * P(I love you) * P(baby) * P(please send me) * P($100) 

If the likelihood of the message being spam surpasses the likelihood of it being ham, the 

message is categorized as spam. 

 

2.5.6 Model Training: 

Partition the data into training and test sets. The training set is employed to train the model, 

enabling it to learn patterns and relationships between the selected features and the labels 

indicating spam or legitimacy. The test set, on the other hand, is utilized to assess the model's 

performance. 

 

2.5.7 Model Evaluation: 

1.Testing Dataset: 

The testing dataset is a separate portion of your data that the model hasn't seen during the 

training phase. It serves as an independent sample for evaluating the model's performance. 

2. Performance Metrics: 

Use various performance metrics to assess how well the model classifies SMS messages. 

Common metrics include: 

 Accuracy: The proportion of correctly classified messages (both spam and 

legitimate). 

 Precision: The true positive rate represents the proportion of correctly classified 

spam messages to the total number of predicted spam messages. This metric gauges 

the model's capacity to minimize false positives. 
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 Recall: The true positive rate is the ratio of correctly predicted spam messages to 

the overall number of actual spam messages. This metric reflects the model's 

proficiency in identifying all spam messages, thereby reducing instances of false 

negatives. 

 F1-Score: The F1 score, a harmonic mean of precision and recall, offers a balanced 

assessment of a model's performance. 

 Receiver Operating Characteristic (ROC) Curve and Area Under the Curve 

(AUC): In the context of binary classification models, the ROC curve and AUC 

evaluate the model's effectiveness in discerning between spam and legitimate 

messages across varying thresholds. 

3. Confusion Matrix: 

Create a confusion matrix to visualize the model's performance. It includes true positives, 

true negatives, false positives, and false negatives, providing a clear summary of the 

model's classifications. 

Let's consider a binary classification task where we aim to classify SMS messages as either 

"spam" or "legitimate (ham)." 

 True Positives (TP): These instances denote the model's accurate predictions of "spam." 

In the context of SMS spam detection, TP signifies spam messages that the model correctly 

identified. 

 True Negatives (TN): These instances represent the model's accurate predictions of 

"legitimate." In the SMS context, TN denotes legitimate (ham) messages that the model 

correctly identified as not being spam. 

 False Positives (FP): These instances signify situations where the model inaccurately 

predicted "spam" when the actual category was "legitimate." In SMS spam detection, FP 

stands for legitimate messages that were erroneously classified as spam. False positives are 

alternatively referred to as Type I errors. 

 False Negatives (FN): These instances highlight situations where the model inaccurately 

predicted "legitimate" when the actual category was "spam." In SMS spam detection, FN 

stands for spam messages that were not accurately identified as spam. False negatives are 

alternatively termed Type II errors. 
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Figure 7: Confusion Matrix 

 

2.5.8 Graphical User Interface 

We have used Streamlit which is a Python library for creating web applications and interactive 

dashboards with simplicity and speed. With Streamlit, we can turn our data scripts into 

shareable web apps by adding a few lines of code. It offers widgets for user interaction, 

seamless integration with data science libraries, and automatic updates, making it an ideal 

choice for building web-based data visualizations and tools with minimal development effort. 
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CHAPTER-3 

WORKING OF PROJECT 
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5.1 Data Cleaning 
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5.2 Exploratory Data Analysis (EDA) 
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5.3 Data Preprocessing 
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5.4 Model Buildings  
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5.5 Naïve Bayes  
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5.6 Graphical User Interface: 
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Figure 8: Graphical User Interface 
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CHAPTER-4 

RESULT AND DISCUSSION  

This project involved the application of various machine learning algorithms to determine whether 

an SMS is spam or not. Logistic Regression, Naive Bayes, Support Vector Machine (SVM), K-

Nearest Neighbors (KNN), Decision Tree, and Random Forest were assessed for their accuracy 

and precision scores. These accuracy percentages and precision score are a measure of how well 

each algorithm performed in correctly classifying whether a SMS is spam or not. Naive Bayes 

demonstrated effectiveness in classifying SMS messages as either "spam" or "ham" (non-spam) 

with notable success in this study. The Naive Bayes model achieved an accuracy rate of around 

97.1%, underscoring its capability to accurately identify a substantial portion of SMS messages. 

Notably, it exhibited a robust precision score of around 100%, denoting that the majority of 

messages classified as "spam" were indeed spam, and a recall score of approximately 97%, 

emphasizing its ability to identify actual spam messages among all true spam messages. The 

balanced F1-score, hovering around 94%, demonstrated the model's ability to strike a favorable 

balance by minimizing both false positives and false negatives. Nevertheless, the project identified 

instances of false positives and false negatives, highlighting the need for continuous refinement to 

enhance the overall user experience. Our SMS spam prediction project, driven by the Naive Bayes 

algorithm, has delivered an efficient and reliable solution for identifying unwanted SMS messages. 

Regular user engagement, model updates, and fairness considerations will be instrumental in its 

continued success in combatting SMS spam. 
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Figure 9: Comparison With Different Algorithm  
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CHAPTER-5 

CONCLUSION AND FUTURE SCOPE 

5.1 Conclusion 

In conclusion, the application of the Naïve Bayes algorithm for SMS spam detection has proven 

to be a robust and efficient approach. Naïve Bayes, known for its simplicity and effectiveness in 

text classification tasks, demonstrates noteworthy performance in distinguishing between spam 

and legitimate messages. Through the utilization of probabilistic calculations based on Bayes' 

theorem, the algorithm assigns probabilities to different classes, making it well-suited for the 

inherently probabilistic nature of language. 

To address this classification problem, we employed the Naive Bayes Algorithm, specifically 

opting for the Multinomial Naive Bayes algorithm due to its superior precision score, signifying 

minimal occurrences of False Positives. For the vectorization technique, we utilized TFIDF. 

“TF-IDF is an information retrieval technique that weighs a term’s frequency (TF) and its 

inverse document frequency (IDF). Each word or term that occurs in the text has its respective 

TF and IDF score.” 

The key advantages of the Naïve Bayes algorithm in SMS spam detection include its quick training 

time, low computational complexity, and effectiveness even with relatively small datasets. These 

factors make it particularly suitable for real-time processing of incoming SMS messages, providing 

users with prompt and accurate spam classification. 

Although Naïve Bayes performs well in numerous scenarios, it operates under the assumption of 

independence between features, a condition that may not always align with the interdependence 

present in real-world text data. Despite this simplifying assumption, Naïve Bayes consistently 

demonstrates competitive performance and is often a preferred choice in scenarios where 

interpretability and computational efficiency are crucial. 

As we navigate the evolving landscape of SMS communication and spam tactics, the Naïve Bayes 

algorithm serves as a reliable foundation. However, to stay ahead of emerging challenges and 

enhance accuracy, ongoing research and exploration of advanced machine learning models and 

techniques, including deep learning architectures and behavioral analysis, present exciting avenues 

for future development in SMS spam detection. The adaptability and effectiveness of Naïve Bayes, 
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combined with the continuous integration of cutting-edge methodologies, contribute to the overall 

success of SMS spam detection systems in ensuring a secure and seamless messaging experience 

for users. 

5.2 Future Scope: 

For future development, additional machine learning models can be explored and incorporated into 

the hybrid system. Moreover, enhancing results could involve introducing additional 

preprocessing steps, such as assigning more weight to the "$" sign in spam classification. Lastly, 

there is potential for developing a real-time application to implement and evaluate the suggested 

hybrid model in a real-time performance scenario. 

The future of SMS spam detection holds several promising developments and opportunities, driven 

by advancements in technology, artificial intelligence, and changing patterns in spam tactics. Here 

are some future scopes and potential areas of growth for SMS spam detection: 

1. Advanced Machine Learning Models: 

 Continued exploration and deployment of advanced machine learning models, 

including the utilization of deep learning architectures like recurrent neural 

networks (RNNs) and transformer-based models, aim to improve the accuracy and 

efficiency of spam detection. 

2. Hybrid Models: 

 Integration of multiple models or a combination of rule-based and machine learning 

approaches to create hybrid systems that leverage the strengths of different 

techniques, providing more robust spam detection. 

3. Explainable AI: 

 Implementation of explainable AI (XAI) techniques to make the decision-making 

process of spam detection models more transparent and understandable. This is 

especially important for regulatory compliance and user trust. 

4. Behavioral Analysis: 

 Adoption of behavioral analysis to detect spam based on user behavior patterns, 

considering factors such as the frequency and timing of messages, user interactions, 

and feedback. 
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