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Abstract 

Credit cards play a very important role in today's economy. It becomes an unavoidable              

part of household, business and global activities. Although using credit cards provides enormous             

benefits when used carefully and responsibly, significant credit and financial damages may be             

caused by fraudulent activities. Many techniques have been proposed to confront the growth in              

credit card fraud. However, all of these techniques have the same goal of avoiding credit card                

fraud; each one has its own drawbacks, advantages and characteristics. The advantages and             

disadvantages of fraud detection methods are enumerated and compared.Furthermore, a          

classification of mentioned techniques into two main fraud detection approaches, namely,           

misuses (supervised) and anomaly detection (unsupervised) is presented. Again, a classification           

of techniques is proposed based on capability to process the numerical and categorical datasets.              

Different datasets used in literature are then described and grouped into real and synthesized data               

and the effective and common attributes are extracted for further usage.Moreover, evaluation            

employed criterions in literature are collected and discussed.Consequently, open issues for credit            

card fraud detection are explained as guidelines for new researchers. 
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1. Introduction 

Credit card fraud detection has drawn a lot of research interest and a number of techniques, with                 

special emphasis on neural networks, data mining and distributed data mining have been             

suggested. Ghosh and Reilly[1] have proposed credit card fraud detection with a neural network.              

They have built a detection system, which is trained on a large sample of labeled credit card                 

account transactions. These transactions contain example fraud cases due to lost cards, stolen             

cards, application fraud, counterfeit fraud, mail-order fraud, and non-received issue (NRI) fraud.            

Recently, Syeda et al. [2] have used parallel granular neural networks (PGNNs) for improving              

the speed of data mining and knowledge discovery process in credit card fraud detection. A               

complete system has been implemented for this purpose. Stolfo et al. [3] suggest a credit card                

fraud detection system (FDS) using meta learning techniques to learn models of fraudulent credit              

card transactions. Meta learning is a general strategy that provides a means for combining and               

integrating a number of separately built classifiers or models. A Meta classifier is thus trained on                

the correlation of the predictions of the base classifiers. The same group has also worked on a                 

cost-based model for fraud and intrusion detection. They use Java agents for Meta learning              

(JAM), which is a distributed data mining system for credit card fraud detection A number of                

important performance metrics like True Positive—False Positive (TP-FP) spread and accuracy           

have been defined by them. Alekerov et al. [4] present CARDWATCH, a database mining              

system used for credit card fraud detection. The system, based on a neural learning module,               

provides an interface to a variety of commercial databases. 
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2. Methodology Adopted 

2.1 Importing the Datasets 

We are importing the datasets that contain transactions made by credit cards. 
Code​: 

1. library(ranger) 
2. library(caret) 
3. library(data.table) 
4. creditcard_data<- read.csv("/home/dataflair/data/Credit Card/creditcard.csv") 

Input Screenshot: 
 

 
 

2.2 Data Exploration 

In this section of the fraud detection ML project, we will explore the data that is                

contained in the creditcard_datadataframe. We will proceed by displaying the          

creditcard_data using the head () function as well as the tail () function. We will then                

proceed to explore the other components of this data frame. 

Code: 
1. dim​(creditcard_data) 
2. head​(creditcard_data,6) 

Output Screenshot: 
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Code: 

1. tail​(creditcard_data,6) 

Output Screenshot: 
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Code: 

1. table​(creditcard_data$Class) 
2. summary​(creditcard_data$Amount) 
3. names​(creditcard_data) 
4. var​(creditcard_data$Amount) 

Output Screenshot: 
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Code: 

1. sd​(creditcard_data$Amount) 

Output Screenshot: 

 
 

2.3 Data Manipulation 

In this section of the R data science project, we will scale our data using the scale ()                  

function. We will apply this to the amount component of our creditcard_data amount.             

Scaling is also known as feature standardization. With the help of scaling, the data is               

10 
 



structured according to a specified range. Therefore, there are no extreme values in our              

dataset that might interfere with the functioning of our model. 

Code: 
1. head​(creditcard_data) 

Output Screenshot: 

 
Code: 

1. creditcard_data$Amount=​scale​(creditcard_data$Amount) 
2. NewData=creditcard_data[,-​c​(1)] 
3. head​(NewData) 

Output Screenshot: 
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2.4 Data Modeling 

After we have standardized our entire dataset, we will split our dataset into training set as                

well as test set with a split ratio of 0.80. This means that 80% of our data will be                   

attributed to the train_data whereas 20% will be attributed to the test data. 

Code: 
1. library​(caTools) 

2. set.​seed​(123) 
3. data_sample = sample.​split​(NewData$Class,SplitRatio=0.80) 
4. train_data = ​subset​(NewData,data_sample==TRUE) 
5. test_data = ​subset​(NewData,data_sample==FALSE) 
6. dim​(train_data) 
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7. dim​(test_data) 

Output Screenshot: 

 
 

2.5 Fitting Logistic Regression Model 

In this section of credit card fraud detection project, we will fit our first model. We will                 

begin with logistic regression. A logistic regression is used for modeling the outcome             

probability of a class such as pass/fail, positive/negative and in our case – fraud/not fraud. 

Code: 
1. Logistic_Model=​glm​(Class~.,test_data,family=​binomial​()) 
2. summary​(Logistic_Model) 
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Output Screenshot: 

 
Code: 

1. plot​(Logistic_Model) 

Input Screenshot: 

 
Output: 
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Output: 
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Output: 

 
  

Output: 
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In order to assess the performance of our model, we will delineate the ROC curve. ROC is also 
known as Receiver Optimistic Characteristics. For this, we will first import the ROC package and 
then plot our ​ROC​ curve to analyze its performance. 
Code: 

1. library​(pROC) 
2. lr.predict<- ​predict​(Logistic_Model,train_data, probability = TRUE) 
3. auc.gbm = ​roc​(test_data$Class, lr.predict, plot = TRUE, col = "blue") 

Output Screenshot: 

 
  

Output: 
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2.6 Fitting a Decision Tree Model 

In this section, we will implement a decision tree algorithm. Decision Trees to plot the             

outcomes of a decision. These outcomes are basically a consequence through which we             

can conclude as to what class the object belongs to. We will now implement our decision                

tree model and will plot it using the rpart.plot() function. 

Code: 
1. library​(rpart) 
2. library​(rpart.plot) 
3. decisionTree_model<- ​rpart​(Class ~ . , creditcard_data, method = 'class') 
4. predicted_val<- ​predict​(decisionTree_model, creditcard_data, type = 'class') 
5. probability <- ​predict​(decisionTree_model, creditcard_data, type = 'prob') 
6. rpart.​plot​(decisionTree_model) 

Input Screenshot: 
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Output: 

 
 

2.7 Artificial Neural Network 

Artificial Neural Networks are a type of machine learning algorithm that is modeled after             

the human nervous system. The ANN models are able to learn the patterns using the               

historical data and are able to perform classification on the input data. We import the              

neuralnet package that would allow us to implement our ANNs. Then we proceeded to              

plot it using the plot() function. Now, in the case of Artificial Neural Networks, there is a                 
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range of values that is between 1 and 0. We set a threshold as 0.5, that is, values above                   

0.5 will correspond to 1 and the rest will be 0. 

Code: 
1. library​(neuralnet) 
2. ANN_model =​neuralnet​(Class~.,train_data,linear.output=FALSE) 
3. plot​(ANN_model) 
4.  
5. predANN=​compute​(ANN_model,test_data) 
6. resultANN=predANN$net.result 
7. resultANN=​ifelse​(resultANN>0.5,1,0) 

Input Screenshot: 
 

 
 
Output: 
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2.8 Gradient Boosting (GSM) 

Gradient Boosting is a popular machine learning algorithm that is used to perform            

classification and regression tasks. This model comprises of several underlying ensemble           

models like weak decision trees. These decision trees combine together to form a strong              

model of gradient boosting. 

Code: 
1. library​(gbm, quietly=TRUE) 
2.  
3. # Get the time to train the GBM model 
4. system.​time​( 
5. model_gbm<- ​gbm​(Class ~ . 
6. , distribution = "bernoulli" 
7. , data = ​rbind​(train_data, test_data) 
8. , n.trees = 500 
9. , interaction.depth = 3 
10. , n.minobsinnode = 100 
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11. , shrinkage = 0.01 
12. , bag.fraction = 0.5 
13. , train.fraction = ​nrow​(train_data) / (​nrow​(train_data) + ​nrow​(test_data)) 
14. ) 
15. ) 
16. # Determine best iteration based on test data 
17. gbm.iter = gbm.​perf​(model_gbm, method = "test") 

Input Screenshot: 

 
  

Code: 
1. model.influence = relative.​influence​(model_gbm, n.trees = gbm.iter, sort. = TRUE) 
2. #Plot the gbm model 
3.  
4. plot​(model_gbm) 

 
Input Screenshot: 

 
Output: 
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Output: 
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Code: 
1. # Plot and calculate AUC on test data 
2. gbm_test = ​predict​(model_gbm, newdata = test_data, n.trees = gbm.iter) 
3. gbm_auc = ​roc​(test_data$Class, gbm_test, plot = TRUE, col = "red") 

Output Screenshot: 

 
Code: 

1. print​(gbm_auc) 
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Output Screenshot: 

 

 

3. Software Specification Requirement 

3.1 Software Requirements: 

● R-Studio 

3.2 Hardware Requirements: 

● Processor​: Preferably 1.0 GHz or Greater. 

● RAM​      : 2 GB or Greater. 

 

 

4. Future Work ​- ​Fraud detection is a complex issue that requires a substantial amount of                

planning before throwing machine learning algorithms at it. Nonetheless, it is also an application              

of data science and machine learning for the good, which makes sure that the customer's money                

is safe and not easily tampered with. Future work will include a comprehensive tuning of the                

Random Forest algorithm I talked about earlier. Having a data set with non-anonymized features              

would make this particularly interesting as outputting the feature importance would enable one to              

see what specific factors are most important for detecting fraudulent transactions. 

 

5. Problem Statement 

The Credit Card Fraud Detection Problem includes modeling past credit card transactions with             

the knowledge of the ones that turned out to be fraud. This model is then used to identify                  
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whether a new transaction is fraudulent or not. Our aim here is to detect 100% of the fraudulent                  

transactions while minimizing the incorrect fraud classifications. 

 

6. Observations- 

The data set is highly skewed, consisting of 492 frauds in a total of 284,807 observations. This                 

resulted in only 0.172% fraud cases. This skewed set is justified by the low number of fraudulent                 

transactions.The dataset consists of numerical values from the 28 ‘Principal Component Analysis            

(PCA)’ transformed features, namely V1 to V28. Furthermore, there is no metadata about the              

original features provided, so pre-analysis or feature study could not be done. 

● The ‘Time’ and ‘Amount’ features are not transformed data. 

● There is no missing value in the dataset. 
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 8.​ Conclusion ​-  

​Concluding our R Data Science project, I learnt how to develop our credit card fraud detection                

model using machine learning. I used a variety of ML algorithms to implement this model and                

also plotted the respective performance curves for the models. I learnt how data can be analyzed                

and visualized to discern fraudulent  transactions from other types of data​.  
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