
 

CREDIT CARD FRAUD DETECTION 

 
A Report for the Evaluation 3 of Project 2 

 
 

Submitted by 

ROHIT SINGHAL 

(1713104003) 

 

In partial fulfilment for the award of the degree 

Of 

BACHELOR OF COMPUTER APPLICATIONS 

 

SCHOOL OF COMPUTER SCIENCE AND ENGINEERING 

 

Under the Supervision of 

MR. PRABHAT CHANDRA GUPTA 

Associate Professor 

MAY- 2020 

 

 

 

 

 

 

 



                                          

       SCHOOL OF COMPUTING AND SCIENCE AND     

                                  ENGINEERING 

                       BONAFIDE CERTIFICATE 

 

Certified that this project report “CREDIT CARD FRAUD DETECTION” 

is  
the Bonafide work of “ROHIT SINGHAL (1713104003)” who carried out the  

project work under my supervision. 

 

 

 

SIGNATURE OF HEAD                    SIGNATURE OF SUPERVISOR                                        

Dr. MUNISH SHABARWAL,              MR. PRABHAT CHANDRA GUPTA 

PhD (Management), PhD (CS)              Associate Professor 

Professor & Dean,                                School of Computing Science & 

School of Computing Science &          Engineering 

Engineering                             

 

 

 

 

 

 

 



TABLE OF CONTENTS 

S.NO.   TITLE        

 

1.ABSTRACT 

2.LITERATURE SURVEY 

3.INTRODUCTION 

a.PURPOSE 

b.MOTIVATION 

c.SCOPE 

4.SYSTEM ANALYSIS 

a.PRPOSED SYSTEM 

b.EXISTING SYSTEM 

c.CORE FETURES 

5.METHODOLOGY ADOPTED 

a.IMPORTING THE DATASHEETS 

b.DATA EXPLORATION 

c.DATA MANUPULATION 

d.DATA MODELING 

e.FITTING LOGISTIC REGRESSION 

MODEL 

f. FITTING A DECISION TREE MODEL 

g.ATRIFICIAL NEURAL NETWORK 

h.GRADIENT BOOSTING(GSM) 



6.IMPLIMITATION AND SCREENSHOTS 

AND IMAGES OF THR RUNNING 

PROJECTS 

7.RESULTS AND OBSERVATIONS 

8.SOFTEWARE AND HARDWARE 

SPECIFICATIONS REQUIREMENTS 

9.FUTURE SCOPE 

10. PROBLEM STATEMENT 

11. REFERENCES 

12. CONCLUSION 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

1.ABSTRACT 

Credit card plays a very important rule in today's economy. It becomes an 

unavoidable part of household, business and global activities. Although 

using credit cards provides enormous benefits when used carefully and 

responsibly, significant credit and financial damages may be caused by 

fraudulent activities. Many techniques have been proposed to confront 

therewith credit card fraud. However, all of these techniques have the same 

goal of avoiding the credit card fraud; each one has its own drawbacks, 

advantages and characteristics. In this paper, after investigating difficulties 

of credit card fraud detection, we seek to review the state of the art in credit 

card fraud detection techniques, datasets and evaluation criteria. The 

advantages and disadvantages of fraud detection methods are enumerated 

and compared. Furthermore, a classification of mentioned techniques into 

two main fraud detection approaches, namely, misuses (supervised) and 

anomaly detection (unsupervised) is presented. Again, a classification of 

techniques is proposed based on capability to process the numerical and 

categorical datasets. Different datasets used in literature are then described 

and grouped into real and synthesized data and the effective and common 

attributes are extracted for further usage. Moreover, evaluation employed 

criterions in literature are collected and discussed. Consequently, open 

issues for credit card fraud detection are explained as guidelines for new 

researchers. 

 

2.LITERATURE SURVEY 

 

Credit card fraud detection has drawn a lot of research interest and a 

number of techniques, with special emphasis on neural networks, data 

mining and distributed data mining have been suggested. 

Ghosh and Reilly have proposed credit card fraud detection with a neural 

network. They have built a detection system, which is trained on a large 

sample of labelled credit card account transactions. These transactions 

contain example fraud cases due to lost cards, stolen cards, application 



fraud, counterfeit fraud, mail-order fraud, and non-received issue (NRI) 

fraud. Recently, Syeda et al. have used parallel granular neural networks 

(PGNNs) for improving the speed of data mining and knowledge discovery 

process in credit card fraud detection. 

A complete system has been implemented for this purpose. Stolfo et al. 

suggest a credit card fraud detection system (FDS) using Meta learning 

techniques to learn models of fraudulent credit card transactions. 

Meta learning is a general strategy that provides a means for combining 

and integrating a number of separately built classifiers or models. A Meta 

classifier is thus trained on the correlation of the predictions of the base 

classifiers. The same group has also worked on a cost-based model for 

fraud and intrusion detection. They use Java agents for Meta learning 

(JAM), which is a distributed data mining system for credit card fraud 

detection A number of important performance metrics like True Positive—

False Positive (TP-FP) spread and accuracy have been defined by them. 

Alekerov et al. present CARDWATCH, a database mining system used for 

credit card fraud detection. The system, based on a neural learning module, 

provides an interface to a variety of commercial databases. 

Kim and Kim have identified skewed distribution of data and mix of 

legitimate and fraudulent transactions as the two main reasons for the 

complexity of credit card fraud detection. Based on this observation, they 

use fraud density of real transaction data as a confidence value and generate 

the weighted fraud score to reduce the number of misdetections. 

 

3.INTRODUCTION 

a.PURPOSE 

To detect the fraud transactions taking place in the users 

accounts by their card duplicity or any such irreveleant 

procedures. 

Reduce the fraud activities and overcoming the losses. 

b.MOTIVATION 
Increased used of the plastic money over the hard cash. 

 

Increasing online transaction over the network. 



 

Increased number of user requirement of the safer turnovers and 

transactions. 

c.SCOPE 
Can be highly developed and reduce more fraud activities. 

 

Highley complexity can increase the detection of the irregular 

activities. 

4.SYSTEM ANALYSIS 

a.PRPOSED SYSTEM 

In proposed system, we present a Hidden Markov Model 
(HMM). Which does not require fraud signatures and yet 
is able to detect frauds by considering a cardholder’s 
spending habit. Card transaction processing sequence 
by the stochastic process of an HMM. The details of 
items purchased in Individual transactions are usually 
not known to any Fraud Detection System(FDS) running 
at the bank that issues credit cards to the cardholders. 
Hence, we feel that HMM is an ideal choice for 
addressing this problem. 

Another important advantage of the HMM-based 
approach is a drastic reduction in the number of False 
Positives transactions identified as malicious by an FDS 
although they are actually genuine. An FDS runs at a 
credit card issuing bank. Each incoming transaction is 
submitted to the FDS for verification. FDS receives the 
card details and the value of purchase to verify, whether 
the transaction is genuine or not. The types of goods 
that are bought in that transaction are not known to the 
FDS. It tries to find any anomaly in the transaction 
based on the spending profile of the cardholder, 
shipping address, and billing address, etc. If the FDS 
confirms the transaction to be of fraud, it raises an 
alarm, and the issuing bank declines the transaction. 

 

b.EXISTING SYSTEM 



The detection of the fraud use of the card is found much 
faster that the existing system. 

In case of the existing system even the original card 
holder is also checked for fraud detection. But in this 
system no need to check the original user as we 
maintain a log. 

The log which is maintained will also be a proof for the 
bank for the transaction made. 

We can find the most accurate detection using this 
technique. 

This reduce the tedious work of an employee in the 

bank  

c.CORE FETURES 

The system stores previous transaction patterns for each user. 

Based upon the user spending ability and even country, it 

calculates user’s characteristics. 

More than 20 -30 %deviation of user’s transaction (spending 

history and operating country) is considered as an invalid 

attempt and system takes action. 

 

 

 

 

 

 

 

 

 



5.METHODOLOGY ADOPTED 

 

a.IMPORTING THE DATASHEETS 

We are importing the datasets that contain transactions made by 

creditcards.  

Code: 
1. library(ranger) 

2. library(caret) 

3. library(data.table) 

4. creditcard_data <- read.csv("/home/dataflair/data/Credit Card/creditcard.csv") 

 

Input Screenshot: 

 

 

b.DATA EXPLORATION 
In this section of the fraud detection ML project, we will explore 

the data that is contained in the creditcard_datadataframe. We 

will proceed by displaying the creditcard_data using the head () 

function as well as the tail () function. We will then proceed to 

explore the other components of this data frame. 

Code: 

1. dim(creditcard_data) 

2. head(creditcard_data,6) 

Output Screenshot:  

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Library.png


 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Code: 

1. tail(creditcard_data,6) 

 

Output Screenshot 

 
 

 

 

 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/data-exploration-1.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/data-Exploration-in-data-science-project.png


Code: 

1. table(creditcard_data$Class) 

2. summary(creditcard_data$Amount) 

3. names(creditcard_data) 

4. var(creditcard_data$Amount) 

 

Output screenshots: 

 
 

Code: 

1. sd(creditcard_data$Amount) 

output screenshot: 

 

 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Data-Exploration-2.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/data-exploration-3.png


c.DATA MANUPULATION 
In this section of the R data science project, we will scale our data 

using the scale () function. We will apply this to the amount 

component of our creditcard_data amount. Scaling is also known 

as feature standardization. With the help of scaling, the data is 

structured according to a specified range. Therefore, there are no 

extreme values in our dataset that might interfere with the 

functioning of our model.  

Code: 

1. head(creditcard_data) 

Output Screenshot: 

 

 

 

 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Data-Manipulation-1.png


Code: 

1. creditcard_data$Amount=scale(creditcard_data$Amount) 

2. NewData=creditcard_data[,-c(1)] 

3. head(NewData) 

Output Screenshot: 

 
 

 

d.DATA MODELING 
After we have standardized our entire dataset, we will split our 

dataset into training set as well as test set with a split ratio of 0.80. 

This means that 80% of our data will be attributed to the 

train_data whereas 20% will be attributed to the test data. 

Code: 

1. library(caTools) 

2. set.seed(123) 

3. data_sample = sample.split(NewData$Class,SplitRatio=0.80) 

4. train_data = subset(NewData,data_sample==TRUE) 

5. test_data = subset(NewData,data_sample==FALSE) 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Data-Manipulation-2.png


6. dim(train_data) 

7. dim(test_data) 

Output Screenshot: 

 
 

 

 

e.FITTING LOGISTIC REGRESSION 

MODEL 
In this section of credit card fraud detection project, we will fit 

our first model. We will begin with logistic regression. A logistic 

regression is used for modeling the outcome probability of a class 

such as pass/fail, positive/negative and in our case – fraud/not 

fraud. 

 

 

 

 

 

 

 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Data-Modeling-1.png


Code: 

1. Logistic_Model=glm(Class~.,test_data,family=binomial()) 

2. summary(Logistic_Model) 

Output Screenshot: 

 

 

Code: 

1. plot(Logistic_Model) 

Input Screenshot: 

 
Output: 

  

 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Logistic-Model.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Data-Modeling-2.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/logistic-regression-model-output-1-1.png


Output: 

 
  

Output: 

 
  

Output: 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/logistic-output-3.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/logistic-regression-output-3.png


 
  

In order to assess the performance of our model, we will delineate the ROC curve. ROC is 

also known as Receiver Optimistic Characteristics. For this, we will first import the ROC 

package and then plot our ROC curve to analyze its performance. 

Code: 

1. library(pROC) 

2. lr.predict <- predict(Logistic_Model,train_data, probability = TRUE) 

3. auc.gbm = roc(test_data$Class, lr.predict, plot = TRUE, col = "blue") 

Output Screenshot: 

 
  

Output: 

https://en.wikipedia.org/wiki/Receiver_operating_characteristic
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/logistic-output-4.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/logistic-ROC.png


 
 

 

f. FITTING A DECISION TREE MODEL 
In this section, we will implement a decision tree 

algorithm. Decision Trees to plot the outcomes of a decision. 

These outcomes are basically a consequence through which we 

can conclude as to what class the object belongs to. We will now 

implement our decision tree model and will plot it using the 

rpart.plot() function. 

Code: 

1. library(rpart) 

2. library(rpart.plot) 

3. decisionTree_model <- rpart(Class ~ . , creditcard_data, method = 'class') 

4. predicted_val <- predict(decisionTree_model, creditcard_data, type = 'class') 

5. probability <- predict(decisionTree_model, creditcard_data, type = 'prob') 

6. rpart.plot(decisionTree_model) 

Input Screenshot: 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/logistic_ROC.png


 
Output: 

 

 

g.ATRIFICIAL NEURAL NETWORK 

Artificial Neural Networks are a type of machine learning 

algorithm that is modeled after the human nervous system. The 

ANN models are able to learn the patterns using the historical 

data and are able to perform classification on the input data. We 

import the neuralnet package that would allow us to implement 

our ANNs. Then we proceeded to plot it using the plot() function. 

Now, in the case of Artificial Neural Networks, there is a range 

of values that is between 1 and 0. We set a threshold as 0.5, that 

is, values above 0.5 will correspond to 1 and the rest will be 0 

Code: 

1. library(neuralnet) 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/DecisionTree-ML-Code.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Decision-Tree-machine-learning-Plot.png


2. ANN_model =neuralnet (Class~.,train_data,linear.output=FALSE) 

3. plot(ANN_model) 

4.  

5. predANN=compute(ANN_model,test_data) 

6. resultANN=predANN$net.result 

7. resultANN=ifelse(resultANN>0.5,1,0) 

Input Screenshot: 

 

 
 

Output: 

 

 
 

 

h.GRADIENT BOOSTING(GSM) 

Gradient Boosting is a popular machine learning algorithm that 

is used to perform classification and regression tasks. This model 

comprises of several underlying ensemble models like weak 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Neural-Networks.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Neural-Network.png


decision trees. These decision trees combine together to form a 

strong model of gradient boosting. 

Code: 

1. library(gbm, quietly=TRUE) 

2.  

3. # Get the time to train the GBM model 

4. system.time( 

5. model_gbm <- gbm(Class ~ . 

6. , distribution = "bernoulli" 

7. , data = rbind(train_data, test_data) 

8. , n.trees = 500 

9. , interaction.depth = 3 

10. , n.minobsinnode = 100 

11. , shrinkage = 0.01 

12. , bag.fraction = 0.5 

13. , train.fraction = nrow(train_data) / (nrow(train_data) + nrow(test_data)) 

14. ) 
15. ) 
16. # Determine best iteration based on test data 

17. gbm.iter = gbm.perf(model_gbm, method = "test") 

Input Screenshot: 

 
  

Code: 

1. model. influence = relative. influence (model_gbm, n. trees = gbm.iter, sort. = TRUE) 

2. #Plot the gbm model 

3.  

4. plot(model_gbm) 

 

Input Screenshot: 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/Gradient-boosting-in-R-project.png


 
Output: 

 
 

Output: 

 
 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/gradient-boosting-plotting-in-R.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/gbm-plot2.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/gbm-plot.png


Code: 

1. # Plot and calculate AUC on test data 

2. gbm_test = predict (model_gbm, newdata = test_data, n. trees = gbm. iter) 

3. gbm_auc = roc (test_data$Class, gbm_test, plot = TRUE, col = "red") 

Output Screenshot: 

 
Code: 

1. print(gbm_auc) 

 

 

 

 

 

 

Output Screenshot: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/gbm-input.png
https://d2h0cx97tjks2p.cloudfront.net/blogs/wp-content/uploads/sites/2/2019/07/gbm-auc.png


6.IMPLIMENTATION AND SCREENSHOTS 

AND IMAGES OF THR RUNNING 

PROJECTS 
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vi) 

 

 

 

 

 

 

 

 

 

 

 

 

 



7.RESULTS AND OBSERVATIONS 
The data set is highly skewed, consisting of 492 frauds in a total of 

284,807 observations. This resulted in only 0.172% fraud cases. This 

skewed set is justified by the low number of fraudulent transactions. 

The dataset consists of numerical values from the 28 ‘Principal 

Component Analysis (PCA)’ transformed features, namely V1 to V28. 

Furthermore, there is no metadata about the original features provided, 

so pre-analysis or feature study could not be done. 

• The ‘Time’ and ‘Amount’ features are not transformed data.  

• There is no missing value in the dataset. 

 

8.SOFTEWARE AND HARDWARE 

SPECIFICATIONS REQUIREMENTS 
PYTHON BASED SOFTWARE  

EXAMPLE: ANACONDA, R. STUDIO, IDLE ETC 

o Processor: Preferably 1.0 GHz or Greater. 

o RAM: 2 GB or Greater. 

 

9.FUTURE SCOPE 
Can be highly developed and reduce more fraud activities. 

 

Highley complexity can increase the detection of the irregular 

activities. 

 

10. PROBLEM STATEMENT 
The Credit Card Fraud Detection Problem includes modelling past credit card 

transactions with the knowledge of the ones that turned out to be fraud. This 

model is then used to identify whether a new transaction is fraudulent or not. 

Our aim here is to detect 100% of the fraudulent transactions while minimizing 

the incorrect fraud classifications. 
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12. CONCLUSION 
PROPERLY WORKING OF THE PROGRAM. 

HIGH RATE FOR THE FRAUD DETECTION. 

UPTO 99% DETECTION. 

ASSUMED APPROX 384000 TRANSACTIONS FROM WHICH 

492 FRAUDS DETECTED. 

 

 


