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Preface

In the present volume we present the state-of-the-art of the theory of ordinary differential equations
of first order as known in the middle of the twentieth century. The emphasis has been laid on
solution formulee, so the reader can get some idea of how to solve one of these classical equations,
while topological methods have been more or less neglected. Some worked out examples illustrate the
theory, and sometimes also the difficulties of the methods, in particular when we are forced to use
the theorem of implicit given functions. Note, however, that if we use programs like MAPLE in such
cases, it is often easy to sketch the solution curves by using a parametric description instead, while
an explicit description may not be possible.

In Chapter 1 we collect all the necessary mathematics, like the use of uniformly convergent sequences
of functions, used in the iteration processes, Banach’s fixed point theorem, and how approximately to
solve an implicitly given function in two variables, all needed in the following chapters.

It should be mentioned that the Riccati equation has not been discussed in all details, because it is
too closely connected with a class of ordinary differential equations of second order, which are outside
the realm of this book. One may say that it belongs to the twilight zone between ordinary differential
equations of first and second order.

A short review of all methods and solution formulae of this book is given in Chapter 10.

July 1, 2017
Leif Mejlbro
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1 Some necessary auxiliary results

1.1 Introduction

We shall in this chapter collect some necessary auxiliary results, which all are of independent interest,
because they can also be applied on problems which have nothing to do with differential equations. We
shall show some of these applications, but the reader must never forget that in the following chapters
we shall only use the results of this chapter on differential equations and problems concerned with
differential equations.

1.2 Uniformly convergent sequences of functions

Let {fn(%)},cn be a sequence of (real or complex) functions, all defined in a nonempty inverval I. It
is well-known that {f,} converges pointwisely towards a function f(z), also defined on I, if for every
fixed z € I the ordinary sequence {f,(x)} of real or complex numbers converges towards the value
f(x) of f at this point & € I, when n — +oo. This can also be expressed in the following way. For
every x € I and every given ¢ > 0 there exists a constant N = N(z,¢e) € N, such that

|fn(z) = f(z)| < e for all n > N(z,¢).

Usually the functions f,(z) in the sequence are all continuous, and it would therefore be convenient,
if the limit function f(x) were also continuous. Unfortunately, this is far from being true, which is
demonstrated by the following classical example.

Example 1.1 Consider the sequence of functions {f,(x)}, given by
fu(x) =27 for x € [0, 1], neN.

Figure 1.1: The graphs of the functions f,(x) = 2™ forn=1,...,8.

If 0 < x < 1, then the limit is 0,
|fn(x) =0l =2" =0 for n — +oo,

and if = 1, then clearly f,(1) = 1" =1 — 1 for n — +oo. All functions f,(z), n € N, are
continuous, and the limit function exists and is given by

0 for0<z<1,

fla) =
1 for x = 1.

Clearly, f(x) is not continuous. ¢



In order to secure that continuity is preserved, when we take the limit, we introduce another and
stronger concept of convergence.

Definition 1.1 A sequence {fn()},cn of functions defined on an interval I is said to converge
uniformly towards a limit function f(x), defined on I, if, for every € > 0 there exists a constant
N = N(g), not depending on © € I, such that

If(z) — fu(z)] <€ for allz € I, whenn > N(eg).
The importance of uniformly convergent series of functions is shown by the following theorem.

Theorem 1.1 Let {fn(z)} be a uniformly convergent series of continuous functions, and let f(x)
denote the limit function. Then f(z) is also continuous.

PROOF. By the assumption of uniform convergence we can for every given ¢ > 0 find N = N(g) € N,
such that

|f(z) — fu(z)| < % for all x € I, and all n > N(e).

Let zg € I be any point from I. By adding some extra terms, the sum of which is 0, we rewrite
f(x) — f(xo) in the following way,

f(x) - f(‘rO) = f((l?) - fn(x) + fn(x) - fn(zO) + fn(xO) - f(’l;’()) 3
We get by the triangle inequality that

[f (@) = f(xo)| < |f(2) = ful@)[ + | fu(x) = fulzo) + | fu(z0) = f(z0)]-
If n > N(e), then

(11) 7@~ F@o)l < S+ 1fa(@) — fuleo)l + 5 = fal@) — fuleo) + =

By assumption, f,(z) is continuous for every n > N(e), in particular continuous at the point zg, so
there exists a & = d(x) > 0, such that

(12)  |fula) = faleo)| < 3.

Summing up, it follows from (1.1) and (1.2) that
|f(z) — f(xo) <€ for |z — x| < § = d(e),

for |z — o] < 4.

which proves that the limit function f(z) is continuous at the point x¢ € I. The point x¢ was chosen
arbitrarily, so the claim follows. O

Another important result is the following

Theorem 1.2 Assume that {f,(z)} is a sequence of continuous functions defined on a compact, i.e.
closed and bounded, interval I, which converges uniformly towards the (continuous) function f(x),
x € 1. Then

lim /Ifn(:c) dx:/l lim f,(x) dx:/jf(:c) dz.

n—-+oo n—-+oo



In other words, if the sequence of continuous functions {f,} converges uniformly on the closed and
bounded interval I towards the continuous function lim,_, . fn(z) = f(x), then we can interchange
the order of the limit and the integration.

ProOF. We shall prove that to every € > 0 there exists a constant N = N(¢) € N, such that

Aﬂ@w—ﬂn@Mx

Let |I| > 0 denote the length of the bounded interval I, and choose N = N(e) € N, such that
€
[f (@) = fu(2)] < il

Then we get for all n > N(¢),

Aﬂmw—ﬂn@Mx

and the theorem is proved. [J

<e, for all n > N (e).

for all x € I and all n > N(e).

3

| =e¢,
1]

sﬂvm—n@wms

1.3 Banach’s fix point theorem

We shall in this section prove a very important result, which is implicitly applied, whenever we use
an iterative scheme of approximation. In many cases the reader is hardly aware of this application.

We shall use a general setup and assume that the reader is familiar with metric spaces. So, let (M, d)
be a complete metric space. This means that M is the point set, d is the metric, so d(z,y) denotes
the distance between the points x, y € M, and the completeness means that every Cauchy sequence
from M is convergent with its limit in M.

Let T: M — M be a map of M into itself. We say that a point x € M is a fiz point of the map T, if
Tr =z

We call the map T : M — M a contraction, if there exists a constant a € [0, 1], such that
(1.3) d(Tz,Ty) < ad(z,y), for all z, y € M.

The important general result is the following

Theorem 1.3 Banach’s fix point theorem. Assume that (M,d) is a complete metric space, and that
the map T : M — M 1is a contraction. Then T has precisely one fix point.

In the applications the trick is to define a map T of a complete metric space onto itself, such that
the solution of our problem is given by this fix point. Also, the iteration process defined in the proof
below can often be applied in practice, when we construct a solution by iteration.

PROOF. Let a € [0, 1] denote the constant in (1.3).
1) Uniqueness. Assume that z, y € M are two fix points of the map 7. Then
d(z,y) = d(Tz, Ty) < ad(x,y).

Since 0 < a < 1, this is only possible, when d(z,y) = 0, in which case x = y, and the uniqueness
follows.
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2) Existence. Choose any x¢ € M, and define inductively a sequence of points (z,,) by
(14)  =mo, z1:=Txo, wz2:=Tx1, -+, xp:=Try 1,
This is a Cauchy sequence, because

d(l’erlaIm) = d(Txm:TImfl) < ad(xmyxmfl) < Za” d($1,$0)7

SO
Ad(Tpip,Tn) < d@ntp, Tngp—1) + -+ d(@Tnt1,20) < {a’”p*l + -+ a"} d(z1,m0)
1—aP
= a"- - d(z1,20),
hence also
1
(1.5)  d(xpip,zn) <a™- 1—a d(z1,x0) for all p e N.
—a

Since o™ — 0 for n — +oo, it follows that (x,) given by (1.4) is a Cauchy sequence. Since M is
complete, this Cauchy sequence has a limit, z, — x € M for n — +o0.

We shall prove that x is a fix point. This is straightforward. When we insert some x,, and use the
triangle inequality, we get

d(z,Tz) < d(z,zs) +d(@n, Tz) = d(z,z,) + d(TTp-1,TT)

< d(zyz,)+a-d(zp_1,2) =0 for n — +o0,

so we conclude that d(x,Tz) = 0, and we have proved that z is a fix point. O
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We note the error bound (1.5), i.e. by letting p — +o0,

n

d(x1,x0) .

d(z, ) <
(2,20) < 1

One important application of Banach’s fix point theorem is the solution of the Fredholm integral
equation

b
(1.6)  a(t)—p / k(t, 7)2(r) dr = u(t).

Here, £ is a numerically small real constant, and [a,b] is a given compact i.e. closed and bounded
interval, and the kernel k(¢,7) is continuous on the compact set [a,b] X [a,b], and wu(t) is a given
function. The task is to find a solution formula of the unknown function z(t).

We choose the metric space C%([a,b]) of all continuous functions defined on [a, b], where the metric is
given by

d(.’l?,y) = fgl[g}l(;] |.’13(t) - y(t)|7 for T,y € CO([CL,b])

Aside we mention that (M, d) is the well-known normed space (C°([a, b)), || - [[o)-

Convergence in this metric space is uniform convergence of a sequence of continuous functions, so
according to Section 1.2 the limit function of a Cauchy sequence exists as a continuous function on
[a, b], proving that the metric space indeed is complete.

We define the map T : C°([a,b]) — C°([a,b]) by

b
(L.7)  Ta(t) =u(t)+ ﬂ/ k(t, )x(r)dT.

Then (1.6) is equivalent to the equation Tz (t) = x(t), i.e. we shall prove that T defined by (1.7) has
a fix point for small |u].

It suffices to prove that T becomes a contraction, when |u/ is chosen sufficiently small. For convenience
we define

= k(t ,
c t;ne?;fb}l (t, )]

and we choose i € R, such that

lu| <

(b—a)c
Then
b
d(Tz,Ty) = max [Ta(t) = Ty(t)| = |u] max / k(t, T){x(r) —y(r)}dr
b
<l max [ k)] fol) < o) dr
< Iul(b — a)e max [o(t) — y(0)] = 4]0~ a)ed(a.g).

s



Since a = |p|(b—a)c < 1 and d(Tz,Ty) < ad(x,y), we have proved that T is a contraction, provided

L
(b—a)c

this is the unique solution of the integral equation (1.6)

that |p| < . Tt follows from Banach’s fix point theorem that T has a fix point = = z(t), and

Summing up, we have proved

Theorem 1.4 Let k(t,7), (t,7) € [a,b]?, and u(t), t € [a,b], be continuous functions, and define
c:=max |k(t,7)|.

If 1 € R satisfies |u] < , then the integral equation

b

(b—a)c
b

x(t) — ,u/ k(t, 7)x(T) dr = u(t)

on C%([a, b]) has a unique solution, which can be found by the iteration formula

b
Tt (t) == u(t) + u/ k(t, T)x,(T) dr, n — 400,
for any given initial function xo € C°([a,b]).

In many other solution formule the iteration becomes even easier to apply than Theorem 1.4. In that
case we may reformulate the iteration by introducing, what is called a Neumann series. For the time
being, Theorem 1.4 suffices.

1.4 Implicit given functions

In general, ordinary differential equations are given implicitly like

dy dy d%
F(‘r?yva) :07 G(‘T’.vy?E?@ :O7 ete.,

where F, G, ... are continuous functions. In order to solve such equations we must first — at least
locally — solve these equations with respect to the term of highest order,

dy d’y dy
—_— = _ = _ tC..
dz @ y), dz? g(x,y, dz )’ e

This is the reason, why we include the present section on implicit given functions. This subject has of
course independent interest, and even if we in the following chapters only shall apply it on differential
equations, we here develop the theory in general.



Theorem 1.5 Let 2 C R™ xR be an open domain, and let F(x,y), where x = (x1,...,2,) € R", and

y €R, and (x,y) € Q, be a C-function, i.e. FIoe j=1,...,n, and e all exist and are continuous
!Ej Yy
functions in Q. Let (x0,y0) € Q be a point, for which
OF
F(x0,90) =0  and afy(x()’yo) # 0.

Then one can find constants 6 > 0 and a > 0, such that the equation F(x,y) = 0 has a unique solution
y=19y(x) € [yo — a,yo + a] for every x € w, where

w = [£E01—5,£E01+5] X [m02_5,x02+6] X oo X [xon—5,$0n+5],

and where we have written xo = (To1, 02, - -, Tno)-

The solution is a function y = f(x) for x € w of class C*(w). Its partial derivatives ;—y can be found
Ly
by using the formula

OF (L OF oy

axj (Xv y) + 7(X5 y)

(1.8) o

=0, =1,...,n.
8xj J

oF
PROOF. By assumption, — (xg,yo) # 0, so we may without loss of generality assume that

dy
OF . : .
a—(xo,yo) > 0. Otherwise, consider —F'(x,y) instead.
Y

OF
Also by assumption, 8—(x, y) is continuous at the interior point (Xo,yo), so we can find a neighbour-
Y
hood w C , given by e.g.

@ = [xo1 — &, To1 + €] X -+ X [Top — €, Ton + €], e >0,
such that
F 1 0F
?9_;(/( ,y)2§g—y(xo,yo)>0 for (x,y) € @.

Fix x € @ and consider the function

ox(y) = F(x,y),  x€w fixed,

oF
in y alone. Since — > 0 in @ X [yo — b, yo + b], the function @ (y) is strictly increasing for every

dy

fixed x € w. This is in particular true for x = xg, so
F(x0,y0 —b) <0 and F(xg,y0 +b) > 0.

Then we use that the two functions F'(x, yo — b) and F(x, yo + b) are both continuous at x € @. Hence,
there exists a positive constant J (< €), such that

(1.9) F(x,90—b) <0 and F(x,90+0b)>0 for x € w,

where w := [xo1 — 8, o1 + 0] X [To2 — 0, o2 + O] X -+ X [Ton, — &, Ton + I].



yo4

yo_b

X0—6 x0+8

Figure 1.2: Illustration of the proof of Theorem 1.5 in the case of n =1, i.e. (x,y) € R x R = R2.

oF
Since F'(x,y) is continuous for (x,y) € w X [yo — b, yo + b], and e > 0 for (x,y) € wx [yo — b, yo + ],
Y

it follows from (1.9) that for every x € w there exists precisely one value ¢t € Jyg — b, yo + b, such that
F(x,y) = 0. Therefore, we have described y as a function in x € w with values in [yo — b, yo + b, i.e.

y = f(x) for x € w.

We shall prove that y = f(x), x € w, is continuous.

Let Ax = (Az1, Azg,...,Axy,), |Az;| < § for all j = 1,...,n, be a small increment, such that also
Xg + Ax € w. Then put

Ay = f(xo + Az) — f(xo0),
where (X0, %0), (X0 + A%, yo + Ay) € w X [yo — b, yo + b] both satisfy the equation F(x,y) = 0. Hence

F(xo + Ax,yo + Ay) — F(x0,y0) = 0.



We add and subtract F(xo + Z;nzl ijej,yo), m=1,...,n—1, to get

n—1
F(xo + Ax,y9) — F (xo + Z Azje;, yo)

j=1
n—1 n—2

+F Xo—l-ZA(Ejej,yQ - F XQ+ZA$jej,yQ -l—---—F(XQ—l-A(Elel,yQ):O.
j=1 j=1

These terms can be paired two by two in the order given above. In each of the pairs there is only one
variable, and since for every £ > 0 we can choose § > 0 so small that

m m—1
€
F(Xo + ZlAﬂcjej,y(J) - F(xo + Zl ijej,yo> < - for all |Azy| < 0,
Jj= j=
we conclude that
|F (XO + AXa yo) - F(XO + AiC]_e]_, y0)| <g,
when all |Azg| < §, and y = f(z) is (locally) continuous.

Formula (1.8) then follows from the chain rule. ¢
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2 First order differential equations and differential forms

2.1 Introduction and terminology

Let F(x,y,z) be a continuous function in three variables, defined in some open, nonempty domain.
By an ordinary differential equation of first order we shall understand an implicit equation of the form

dy
2.1 F — | =
ey Fangl)=o

d
where y = y(z) is a C'-function, and d_y = y/(x) its derivative, and where we shall solve the equation
X

(2.1) with respect to the function y = y(z).
By a solution of the differential equation (2.1) we shall understand a C*-function o(z), such that

F(z,0(z), ¢'(x)) = 0,
i.e. y = ¢(x) is one of the answers of the problem (2.1).

The graph of a solution y = ¢(x) is called an integral curve.

The set of all solutions of (2.1) is called the total, or the complete solution of (2.1), while each solution
is also called a particular solution.

The simplest differential equation of first order is

dy
dr = f(=),

the solution of which is found by integration,
T
(2.2) y= / f)dt+C, or y = /f(x) dz for short,
zo

where C' is an arbitrary constant. For that reason we in general say that we integrate (2.1), when we
find a solution. Note in (2.2) that each particular solution is defined by one fixed value of the constant
C, and that the complete solution is obtained by letting the constant C' vary through the possible
values of this constant, usually R or C.

The general solution of (2.1) is hard to find directly, if possible at all. We shall usually reduce it by
an application of the Theorem of implicit given functions, i.e. Theorem 1.5, cf. Section 1.4, therefore
mostly consider equations of the form

23 =i,

d
where the implicit given equation (2.1) (locally) has been solved with respect to the derivative d_y
x

Assuming that f(z,y) is continuous, and that y = ¢(x) is a (particular) solution of (2.3),
¢ () = f(x,p(x)), where ¢(x) is continuous, it follows that ¢'(x) is also continuous, so ¢ is of class

ch.

An alternative way of formulation of an ordinary differential equation of first order is as a differential
form

(2.4)  L(z,y)dz + M(z,y)dy =0,



which for z # 0 and M (x,y) # 0 is equivalent to (2.3), because it then can be written

dy  L(z,y)

de  M(z,y)

It is often more convenient to solve (2.4) than (2.3), and then we afterwards have to discuss the cases
where either = 0 or M (z,y) = 0. This is in general not a problem.

2.2 Geometrical interpretation and isoclines

The geometrical meaning of the equation (2.3) is that at a given point (x,y), the value of the right
hand side f(z,y) indicates the slope, i.e. the tangent, of the integral curve through this point, provided
that such a solution curve exists. This interpretation can (for first order equations) give a rough idea
of the integral curves. In fact, for given constant C' draw some curves of equation

(2.5)  f(z,y) =C.

If a point (z,y) lies on one of these curves, and an integral curve passes through this point, then the
slope of this particular solution at (x,y) is given by

dy dy
— = f(x,y) =C ie. —==C

1 =@y =0 T

In practice, we sketch some curves of equation (2.5) for some convenient values of the constant C.
Sketch tiny tangents of this slope for some points on the curve, and it is not hard so make a crude
sketch of the solution curves.

Curves of the form (2.5) are called isoclines (“equal slope”), and the procedure above is called the
method of isoclines. Although it is not 100 % correct, it often gives a good idea of the solution curves.

On Figure 2.1 we have sketched some isoclines for the Riccati equation 3’ = 22 +y2. A more systematic
way of using the method of isoclines was introduced by Brodetsky [2]. His papers were written long
before the era of computers, so it is quite remarkable how much he could obtain without these modern
aids. Davis [7] quotes the following from Brodetsky [2]:

“Draw the locus of all points at which the required family of curves are parallel to the axis of
x; it is of course f(x,y) = 0. Draw the locus of points where they are parallel to the azis of
y, i.e. 1/f(z,y) = 0. One or other or both of these loci may not exist in the finite part of the
plane; but in any case we get the plane divided up into a number of compartments: in some
the required curves have positive dy/dx, in others negative dy/dx. Now calculate d*y/dx?* from
the given differential equation. This can always be done. Draw the locus of points of inflection,
i.e. d*y/dx?® = 0. We now have a number of compartments, in some of which the curves are
concave upward, viz d*y/dx? positive, in others conver downward, viz d*y/dx® negative. We
have thus divided up the plane into spaces, in each of which the curves satisfying the differential
equation have one of the general forms

(1) ¥ <0,y" <0, (2) y¥>0,y"<0, (3)y<0,y">0 (4 vy >0,y">0.

Now draw a number of short tangents at a convenient number of points, and the geometrical
solution of the differential equation is obtained.



Figure 2.1: Some isoclines (circles) for the Riccati equation y' = x? +y? and corresponding tangents,
namely for C = 0.16, 0.36, 0.64 and C = 1. It is possible to solve the equation, but not at this stage
of the theory. However, it is not hard in principle to sketch some solutions, when we have drawn
sufficiently many isoclines.

Figure 2.2: The loci of inflection for the Riccati equation y' = x? + y? and the unit circle.

In the case of Figure 2.1 we see that

d
d_i =22 +y* >0, for all (z,y) € R*\ {(0,0)},

so in the language of Brodetsky there is only one component, namely the open set R?\ {(0,0)}. Then

we see that
d2y
— 7 =2y + 2z = 2yx® + 2z + 2°.
dx?

The points of inflection are given by (0,0), or, by solving the equation 2yz? + 2x + 2y* = 0 with
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respect to z, when y # 0,

—14 /1 — 49t
g= VTR when 0 < |y| <
2y

1
7
The curves of inflection are sketched in Figure 2.2. We shall for the time being not go deeper into this

example.

2.3 Equipotential curves

Consider the differential equation
L(z,y)dz + M(z,y)dy =0,

written as a differential form. Its importance in e.g. Physics is, that it can be identified with a two-
dimensional vector field (L(x,y), M(z,y)), where the solutions of the differential equation then are
interpreted as the streamlines of the field. The orthogonal curves of the streamlines are then called

the equipotential curves. Since they are perpendicular to the streamlines, they are generated by the
orthogonal vector field

and the equipotential curves form the complete solution of the equipotential equation
(2.7) —M(z,y)dz+ L(z,y)dy =0,

where we interchange L(z,y) and M(x,y), and change the sign on just one of them. Here we have
chosen M (z,y), but we might as well, if convenient, change the sign of L(x,y) instead.
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2.4 The existence and uniqueness theorem for the ordinary equation of
first order

We shall here start with the following important theorem, which we prove in more generality than
needed here. In the usual applications it will suffice to apply Corollary 2.1 following after the theorem.

Theorem 2.1 Existence and uniqueness theorem for the ordinary differential equation of first order.
(Cauchy). Consider the differential equation

e8) L= i),

where f(x,y) is continuous in a neighbourhood w of a point (xo,yo) € w, and furthermore satisfies a
Lipschitz condition, i.e. there exists a constant C > 0, such that for all points (z,y), (z,9) € w on
some vertical line contained in w we have the inequality

[f(@,y) = f(z,9)| < Cly —3l.
Then there is one and only one (continuous) solution y = y(x) of (2.8), such that y(xo) = yo.

In other words, when the conditions of the theorem are satisfied, then only one integral curve will
pass through the point (zg, yo).

PROOF. If f(x,y) = 0 there is nothing to prove, so assume that f(z,y) # 0. Assume that f(z,y) is
continuous (and not identical 0) in a rectangle defined by

|I*I0‘§a, ‘y7y0|§b7
in which it also satisfies a Lipschitz condition of given constant C' > 0. The closed rectangle is
b
compact, and f is continuous, so |f(z,y)| has a maximum M > 0. We choose h := min {a, M}’ and
define w as the possibly smaller rectangular domain,
w: v —zol <h,  |y—yol <D

We consider the case, where x € [xg,x0 + b, and then define a sequence of functions y,(z), n € N, in
the following way,

(2.9)  wi(z) :==yo+ /w f(t,yo) dt,

@10) o) =0t [ Sty (0) dr

We shall first prove that lim, o yn(z) = y(z) exists as a continuous function of z € [xg,z¢ + h],
and afterwards we shall prove that y(x) satisfies the differential equation (2.8). Finally, we shall prove
that this solution is unique.

In the first step we prove by induction that if € [zg, 2o + k], then |y, (z) — yo| < b.
It follows from (2.9) that

(2.11)  |y1(z) — vol =

/wf(t,yo) dt‘ < M (x—x0) <,



which is the inequality for n = 1.

Then assume that for some n > 2,
lyn—1(x) — yo| <b.

Then (z,yn—1(x)) € w, so |f(z,yn—1(x))| < M, and it follows from (2.10) that
[Yn(z) — yo| < M (x — 20) < Mh <D,

and the claim follows by induction for all n € N. In particular, if = € [zg, 20 + k], then
[f(z,yn(x))| < M for all n € N.

Then by another induction we prove that if « € [xg, zo, h], then

Mcnfl

n! (& = 20)"

(212)  fyn(®) —yn-a(2)] <

First note that we in (2.11) already have proved (2.12) for n = 1.

We assume that for some n > 2,

[Yn—1(2) — yn—2(z)| < ](\JC”

n—1
—11 1)! (z — o)

As mentioned already, this is true for n = 2. When we use (2.10), we get in the next step

|yn(x) 7yn71(x)| -

/ U gar(8)) — £t yua(D)} dt

N MCont
< C/ |yn—1(t) - yn_g(t)| dt < T (J? — I‘Q)n,
X0 .
where we have used the assumption.

Repeating the same argument for z € [xg — h, 2], only with |z — x|" instead of (z — z0)", we get
the same estimates, so we have proved that

MOt |’I’ — LL'()|

(213)  |ya(2) = yn-1(2)| < nl

for |x — x9| < h and n € N.

This implies that

Qg
=

H(Ch)" < +oo,

3

+oo
Yo + Z {yn(x) — yn-1(2)}| < lyo| +

400
n=1
so the series

n—-+4oo

+o0 n
yo + Zl {yn(@) = gnr(@)} =yo + lim > {y;(2) —y;-1(2)} = lim _yn(z),
n= J=1
is absolutely and uniformly convergent in the interval [zg — h, 2o + h]. Since each term is continuous,

the sum function

(2.14)  y(z) = lim yn(z) =yo + ngrfoo {y;(x) —yj—1(x)}

n—-+oo



is continuous.
We shall then prove that y(x), defined by (2.14) is a solution of the differential equation (2.8).
First note that

/m {£t,y() = F{t yna(t)} dt‘ < C/I y(t) = yn-1(t)| dt < Cep |2 — 20| < Cenh,

where g, > 0 is independent of x € [xg — h, 2o + h] and tends towards zero for n — +o00. This implies
that the limit and the integration can be interchanged, so

n——+00

tim [ fltaa @) de= [l fpa®) de= [ feyo)d,
zo Zo n——+0o0o Zo
from which follows that y(t) satisfies the integral equation
va) =un+ [ ey
Zo
Then clearly,

dzil(;) _ C% /; flty(t)dt = f(z,y(x)),

and we have proved that y(z) defined by (2.14) is a solution of (2.8), and it is obvious that y(z¢) = yo.
We shall finally prove the uniqueness. Assume that g(z) and y(x) are two distinct solutions, where
g(zo) = y(zo) = yo. We assume that g(z) is continuous for x € |xg,xo + fz}, where h < h, and where
his chosen, such that

|g(x) —yol < b for z € {xo,xo—i-iz} .

Since also
e =+ [ Ft.5)dt,
it follows that
o) =) = [ L0050 = Ftpr ()}

Using induction once more, we prove as above that

- C™b (z — z0)"

5(2) = v () -

)
and therefore by taking the limit,

y(w) = Lim yn(z) = y(),

n

so g(z) = y(x) for all z € {xo, Zo + B} The argument is similar for « € [xg — h*, 2] for some h* > 0.

This proves the uniqueness in a neighbourhood of the point (g, y0), and the theorem is proved. ¢

If f(z,y) is of class C!, then f in particular satisfies a Lipschitz condition, so we have the following
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Corollary 2.1 Let f(x,y) be of class C* in an open domain Q C R2. The initial value problem

Lt fay) =0,
y(x0) = yo, where (xo,y0) € Q,

has one and only one solution contained in €.
Another version is

Corollary 2.2 Let the functions L(x,y) and M (z,y) be of class C* in an open domain Q C R2. If
(L(z0,0) , M(z0,90)) # (0,0),

then the differential equation

(2.15)  L(z,y) dv + M(z,y)dy =0

has a unique solution through the point (xo,yo) € Q.

In the latter case, the only places where we cannot expect existence, or uniqueness, of solutions, are
at points (z,y) € 2, where

L(z,y)=0 and M(z,y) = 0.

We shall in the following call these points for singular points of the equation (2.15). We shall see in
the examples that the identification of such singular points helps a lot in the analysis.
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2.5 Differential forms

The equation (2.3) does not allow solution curves of vertical slopes. A more general equation is given
by the differential form

(2.16) L(z,y)dz+ M(z,y)dy =0,

where L(x,y) and M (x,y) form a pair of functions, which are of class C! in some domain. We note
immediately that in domains, where also M (z,y) # 0, this equation (2.16) is equivalent to

dy  L(z,y)
a - 7M<!L‘,y) - f(xvy)7

i.e. to (2.5), so it is only when M(z,y) = 0 that we get something new. In the language of isoclines,
the equation M (z,y) = 0 defines the isoclines, where the tangents of the solution curves are vertical.
Similarly, L(z, y) = 0 is the equation of the (set of) isoclines, where the solution curves have horizontal
tangents.

We also note that if L(x,y) and M (z,y) are of class C', and (xo,yo) is a point, for which both
L(TO»yO) =0 and M(Io,yo) = 07

then the assumptions of Theorem 2.1 are not met, so in such cases we do not have uniqueness at the
point (zg,y0). We may have none, one or several solution curves — even infinitely many — passing
through this point. Such points are in the present books called singular points of the underlying
differential form, or equation. In case of a differential form it is a good solution strategy always first
to look at the possible singular points, because in a neighbourhood of a singular point “something
strange may occur”.

In the case of (2.16) the solution curves are parametrized by some parameter ¢, so a particular solution
has for some open interval I the structure

{(f(),9(t)) [t € I},

where

L(f(t),g@)f'(t) + M(f(t),g(t)g'(t) =0,  foralltel.

The formulation (2.16) of course invites to a consideration of a differential form

or oF
dF =—d — dy =
in which case
F F
L(z,y) = g_x and  M(z,y) = aa—y

Whenever the pair (L(x,y), M(x,y)) has this structure, the total solution is obviously given by
F(x,y) =C, C' an arbitrary constant.

Unfortunately, the pair (L(x,y), M(z,y)) does not always have this structure, where the complete
solution is immediately found. But whenever (L(z,y), M (x,y) # (0,0), it defines a vector field which



Figure 2.3: The field (L(z,y), M(z,y)) = (z,y) defines the dashed straight lines through the origin.
Clearly, (L,M) = (0,0) only at (0,0), which is a singular point in this case. It is geometrically
obuvious that the solid circles > + y? = 12 are the only curves, which are perpendicular to the dashed
straight lines. We conclude that the complete solution of xdr + ydy = 0 is given by the circles
22 +y% =12, This result is also easily derived by the following method of separation on the variables.
In this case none of the solution curves passes through (0,0), while the perpendicular field of dashed
lines, corresponding to the differential form ydr — x dy = 0 has all its solutions passing though the
singular point.

is always perpendicular to the solution curves of (2.16). This geometrical property may also be of
some help in a first analysis, when we just sketch the structure of the solution curves.

If
oL O0M

gy Oz’

we call L(z,y) de+ M (z,y) dy a closed differential form. A closed differential form defined in a simply
connected domain w is called an exact differential form. An exact differential form can always be
integrated, i.e. there exists a function F(x,y), such that

oF oF
dF(z,y) = 5—de+ 8—ydy = L(z,y) dz + M(z,y) dy,
so the equation L(z,y)dx + M (z,y)dy = 0 is reduced to dF(z,y) = 0, the total solution of which is
F(z,y) = C, where C is an arbitrary constant.

Example 2.1 We mention the well-known fact that there exist closed differential forms, which are
not integrable. The classical example is
-y

——— dr +

22 + 42 dy,  for (z,y) € R*\ {(0,0)}.

T
x2+y2

The domain R\ {(0,0)} is not simply connected. But if we restrict a closed differential form to a
simply connected domain, it becomes exact, so it can be integrated in this smaller domain.

If we multiply by z2 + 32, we get

—y (2 +9y?) dz+ 2 (2® +y?) dy = 0, for all (z,y) € R2.



This differential form is defined in all of R2, but it clearly has a singular point in the sense above at
(0,0), so we have to remove this point in the solution process. And then we are back to a domain,
which is not simply connected.

Let us assume that x > 0, i.e. we consider the open right halfplane, which is simply connected. Then

1)

—y z 1 ]
2y e 1+(y)2{ S y} 1+(y)2

=d arctan(g) ,
x

X

T

proving that the differential form is exact in the open right halfplane, because the differential form
can be written as one single differential. Similarly in the open left halfplane.

If instead y # 0, we divide by 32 in the numerators and denominators and obtain that the differential
form is exact in the open upper halfplane as well as in the open lower halfplane. Pairwise these
halfplanes are either disjoint, or overlap in an open quadrant, in which the integrals only differ by a
constant, so the integral can be extended. This can be done even for three of the halfplanes, so we
have an integral in R? without a closed halfline. But we cannot extend the integral over this halfline,
because the integral here becomes discontinuous, and the differential form is not exact in R?\ {(0,0)}.
It is exact in every domain, which is obtained by removing a closed halfline from (0, 0) to oco.

ALTERNATIVELY, we may use polar coordinates instead,

T =1 cosb, dz = cosfdr — r sinf dé,
y =17 sin6, dy =sinfdr + r cosf df.
Then
— in 6 0
T—l—ygﬁdﬁ—i_%—ky?dy = _rjgl (cos@dr—i—rsiné‘dé’)—i—TCTOQS (sin@dr + r cos6db)

T T

(_sm9 cosf + cosf sme) dr + (sin® 0 + cos®0) df = df = 0,

so we get by integration, § = C, where C is an arbitrary constant. ¢

Assume that L(z,y)dz + M(x,y) dy is exact in some open domain w. Then the integral F(x,y) can
be found by using the following standard method, which we shall explain.

We use the notation dx instead of dz, when we consider the other variable y as a constant, not
depending on =z, i.e. a socalled partial integration with respect to x. Then clearly,

(2.17) F@w%:/L@wa+ﬂm,

for some function ¢(y), which does not depend on z. Similarly,

Fa.g) = [ M(.)0y + (o),
where the task is either to find p(y) or ¥ (z).

If we substitute (2.17) in the equation

oF
8_y - M((E,y)7



we obtain

a% {/L(w,y)@x + so(y)} = M(z,y),

hence by a rearrangement,

dﬁ(yy) = M(z,y) — (% /L(J;,y)@x

Since the left hand side only depends on y, we conclude that

% {M(:z:,y) - a% /L(z,y)@x} =0.

Hence,

o) = [ {pan - 2 [ 1iwmor) an

where the integration with respect to y is no longer partial.

Similarly,

Y(z) = /{L(z,y) - %/M(x,y)ay} dz
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With some skill it is easier alternatively to apply the rules of calculation of differential forms,
d(F +G) = dF + dG,

d(F-G)=GdF + FdG,
F F

1

read from the right to the left. The strategy is always to pair terms which look similar to each other
and then apply one of the rules above.

2.6 Examples of exact differential forms
Example 2.2 Find the complete solution of the equation
(32% — 8zy + 6y°) dx + (12zy — 42® — 6y*) dy = 0.

The shortcut here is to skip the proof of the differential form being exact, and instead try directly to
reduce the given differential form by using the rules above from the right to the left. First we separate
all terms and then start pairing them. It will be convenient to put the zero to the left.

0 = (3x2 — 8xy + 6y2) dx + (123:y — 4z% — 6y2) dy
= 32%dx — 4y - 2xdx + 6y dz + 62 - 2y dy — 42 dy — 63> dy
= d(2®) — 4yd(a®) + 6y* da + 6z d(y?) — da* dy — 24d(y°)

d(z®) —2d(y®) —4{yd(«®) + 2 dy} + 6 {y* dz + zd(y°) }
= d(2* - 2y°) —4d(2%y) +6d(zy?)
= d(gc3 — 422y + 6zy* — 2y3) ,
so the total solution is implicitly given by
3 — 42y + 6zy® — 22 + C =0,

where C' is an arbitrary constant.

Figure 2.4: Some solution curves of the equation (3x2 — 8xy + 6y2) dx + (12xy —42% — 6y2) dy = 0.

ALTERNATIVELY, we write L(x,y) = 322 — 82y + 6y* and M (x,y) = 122y — 42> — 632, Since

oL

oM
= —8r+12y = —, in R?,
dy

ox



the differential form is closed in the simply connected domain R?, hence also exact.

By the formulese above from the standard procedure we first get

Fla,y) = / L(z, )0z + o(y) = / (327 — 8ay + 6°) Oz + ply) = 2° — daPy + 62y + o(y).

Then

o(y)

/{M(Ly) — (% /L(m,y)@x} dy:/ {12:1:y — 42 — 692 — (% (2 — 42’y + 6xy2)} dy

= /{12:cy — 42 — 6y* + 4a® — 1217y} dy = 7/6y2 dy = —2¢y° + C.
Finally, by insertion,
F(x,y) = 23 — 42y + 629> — 203 + C = 0.

It is left to the reader to prove that (0,0) is the only singular point of the differential equation.

It should here be noted, that the equation is also homogeneous of degree 2, so it can also be solved
by using the methods of Chapter 7.

Example 2.3 Find the complete solution of the differential equation
(x3y4 + :cyQ) dx + (:c4y3 + z2y) dy = 0.

It is trivial that x = 0 and y = 0 are both solutions. Since these two lines intersect, their intersection

point (0,0) must be a singular point. It is easy to prove — left to the reader — that it is the only

singular point.

We guess that the differential form is exact. We can prove this by showing that it is closed in a simply
oL oM

connected domain, so we shall just show that = on We may also say, which we shall do here,

Y x
that the terms can be paired, so the differential form is equivalent to df(x,y) = 0, by using some
manipulation. This is equally good, but requires some skill.

The strategy is to collect terms of the same degree and then use the rule of differentiation of a product
in the opposite direction of the usual one. In the present case we rewrite the equation in the following
way,

0 = (2%*de+2"’dy) + (zy® dz + 2%y dy)

= i{yﬁld(;&) +atd(y")) +%{y2d(:c2) La?d(y)) = d<i$4y4+;x2y2>_

Then by integration,

1 1 1
~ (2P 4+ 1) - 1=7C-D,

1 1 1 1
—x4y4+—$2y2=Z{m4y4+2w2y2+1}—1:4

4 2
where C' = ¢? > 1 is an arbitrary constant. Finally, by a rearrangement,

(162y2 + 1)2 =C =7, where ¢ > 1 is an arbitrary constant,



i.e.
a:2y2:(37120 for ¢ > 1.

If ¢ = 1, then either z = 0 or y = 0, already found above.

If ¢ > 1, then x # 0 and y # 0, and the solutions are given by

y==+ S for a # 0.
x x

The complete solution is obtained by adding the axes, z = 0 and y = 0.

a
CHECK. If y = 2, then dy = —— dz, and we get by insertion,
x x

(az3y4 + :va) dz + (z4y3 + a:2y) dy
4 2 3
(3 a a 4 a 5 a a
(z 'ﬁ+x'ﬁ> dx+(z oEJr:v 5)(;) dx
4 2 4 2
(a—+a—> dx(a—+a—> de = 0.
x x x x

It follows that every y = E, x # 0, is indeed a solution ¢
x

Example 2.4 Prove that the left hand side of the differential equation
Yz +y+1)de+ (2* + 2oy +dy+ 2 —2) dy =0

is exact, and find the complete solution.

Figure 2.5: Some solution curves of the equation y(2x +y + 1) dv + (IQ +2zy + 4y +x — 2) dy = 0.
The implicitplot command of MAPLE has been used, which explains why the figure is slightly shaken.

This is only a matter of manipulation, where we use the rules of the differential,

du £ dv = d(u £ v), and vdu +udv = d(u-v),



and where we pair two similar terms into one differential. Starting with the right hand side of the
equation we get

0 = yRa+y+1)de+ (2®+22y+4y+z—2) dy
= yd(:nQ) + (y2 +y) dz + 22 dy+md(y2) +2d(y2) +xdy — 2dy
= d(y2?) + d(zy?) + d(zy) + d(2y* — 2y) = d(zy® + 2y* + 2%y + 2y — 2y)
= dly{ey+2y+2°+2-2})=dyl@+2)(y+z—1)).

Clearly, y =0, x = —2 and y +  — 1 = 0 are rectilinear solutions. The remaining solutions are given
by

yax+2)(y+z—-1)=C, where C € R is an arbitrary constant.
Note that we get for C' = 0 the rectilinear solutions.
The singular points are the solutions of the equations
y2r+y+1)=0 and z? + 2zy+4dy+x—2=0.

One possibility is y = 0, which implies that 2% + 2 — 2 = 0, so either z = 1 or x = —2, and (1,0) and
(—2,0) are singular point.

Assume that y # 0. Then y = —2z — 1, thus by insertion,

0=2>—42”—20 -8z —4+2-2=-32"-92—6=-3 (2> +32+2) = -3(z+ 1)(z +2).
If x = =2, then y =4 — 1= 3, so (—2,3) is a singular point.
Ifx=-1,theny=2—-1=1,s0 (—1,1) is a singular point.

The singular points are

(1,0),  (-2,0), (-1,1) and (-2,3). O
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Example 2.5 Prove that the differential form
(622 + 3y* — 4z — 2) dz + (6zy — 6y) dy
is exact, and then find the complete solution of the differential equation
(6332 +3y% —dx — 2) dx + (6zy — 6y) dy = 0.
The possible singular points are the solutions of the two equations
62% +3y*> —4x —2=0 and 6xy — 6y = 6y(x — 1) =0,
so either x = 1, in which case
0=06+3y> —4—2=3y% ie. y=0,
or y = 0, in which case
0=62> -4z —2=2(32> -2z —1) =2(z — 1)(3z + 1).

We conclude that there are two singular points,

(1,0)  and (-é,o).

Using the hint that the differential form is exact we go straight to the manipulation of the differential
form, using the rules of the differential,

0 = (62 +3y*—4a—2) dz + (6zy — 6y)dy
= 622de + 3y dz — 4o dz — 2dz + 62y dy — 6y dy
= 2d($3) —2d(x2) —2dx+3(y2dx—|—2xydy) —3d(y2)
= d(2x3 — 222 — 2z + 3xy? — 3y2) ,
from which we get the complete solution by integration,

22% — 222 — 22 + 3xy® — 3y? = C, where C' € R is an arbitrary constant.

If we change the constant C' by adding 2 to both sides it is not hard to prove that the general solution
can also be written

(x—1) (2%2 + 3y% — 2) =C, where C' is an arbitrary constant.

If we choose C = 0, we see that the vertical line z = 1 is a rectilinear solution, and the ellipse
222 + 3y% = 2 is another solution. ¢

Example 2.6 Find the complete solution of the differential equation
(x—yz) dx — 2zy dy = 0.

The only singular point is (0,0), and = 0 is trivially a solution. The differential form is exact,
because

0= (m—y2) de — 2zydy = xdx — y? da —md(yQ) = %d(mz) - d(xyz) = %d(m2 — 2my2),
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i

S

Figure 2.6: Some solution curves of the equation (61‘2 +3y% —4dx — 2) dx + (6zy — 6y) dy = 0. The
implicitplot command of MAPLE has been used, which explains why the figure is slightly shaken.

proving that it is exact. Then by integration,

{1727

2z

z? —2zy® = ¢, or y== for z # 0,

where we must assume that x (m2 — c) > 0.

If ¢ = 0, then either x = 0 or = = 2y2. ¢

d=
N

Figure 2.7: Some solution curves of the equation (:1: — y2) dx — 2zy dy = 0.
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Example 2.7 Prove that the differential form
(29:y2 + 29:) dx + (2x2y + 3y2) dy
is exact, and find the complete solution of the differential equation
(230y2 + 230) dr + (2x2y + 3y2) dy = 0.
The possible singular points are the solution of the two equations
2zy% + 22 = 2z (y2 + 1) =0 and 22y +3y° =y (2:02 + 3y) =0.

The first equation gives = 0, which inserted into the second one gives y = 0, so (0,0) is the only
singular point.
We get by some simple manipulations,
(2xy2 + 29:) dz + (2z2y + 3y2) dy = o> d(a:Q) + d(:vQ) + a2 d(yQ) + d(y3)
_ d(xzyz)Jr d(xz)Jr d(y3) _ d(12y2+x2+y3),
proving that the differential form is exact with the integral f(z,y) = z?y*+y*+2? = 2% (y* + 1) + ¢

The complete solution of the differential equation is

2?y? +y° +2? = 2? (y2 + 1) +y* =c, where c is an arbitrary constant. O

Figure 2.8: Some solution curves of the equation

(29:y2 + 29:) dz + (2z2y + 3y2) dy = 0.
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Example 2.8 Prove that the differential form

—2z 2
(m‘f‘Ql‘)dx—f—ﬁdy, form2—y2<1,

is exact, and find the complete solution of the differential equation

—2x 2y 2 2

It follows from an easy manipulation that

—22 2y _ 4@ 2y, 40
<l—x2+y2+2x) da:—i—1_x2+y2dy_—1_x2+y2+d(w) T—a2 + 42
d(1—a22 +4?)

_ 2\ _ 2 2.2
=T + d(z*) = d(2® + In(1 — 2* + %)),
so the differential form is exact, and the complete solution of the differential equation is

2 + ln(l -2+ y2) =c, where c is an arbitrary constant. O

o™

e-learning
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Example 2.9 Prove that the differential form

z — 3 — zy? 222y + 23

1+$2+y2 x_1+$2+y2

is exact, and find its integral.

The denominators are never 0, so the possible singular points are the solutions of the two equations
x(l—xz—gﬂ) =0, and 2y (m2+y2) =0.

If z = 0, then y = 0, so (0,0) is a singular point. If 1 — 22 — y? = 0, i.e. 22 + y? = 1, then the second
equation implies that y = 0, which again implies that x = £1. We conclude that we have the three
singular points

(_170)5 (050)7 (Lo)v

We shall prove that the differential form is exact. Instead of using the standard procedure we apply
the rules of computation of differential forms. We note as above that the numerators in both cases
can be factorized. By some simple manipulations,
e S 2 22 23 1— 22— 2 2 2
A P wdy:xﬂdm_gy&dy
L+a2 492 1+ a2 + 42 1422492 1422492

12— (14+22442 1+22+42-1
- g - B L

2 1+ax2+92 1+ 22+ 92
d(2?) 1 d(y?) 1
=\ _ -9 2_d2 — v/  _— dqlm(1 2 2y _ -2 .2
so the differential form is exact, and its integral is
1
f(x7y):1n(1—|—x2+y2)—§x2—y2. O
Example 2.10 Prove that
yty' -2ty o vt —ay?
(L+a? 492" (14a? +y?)?
is exact, and then find the complete solution of the differential equation
y+yd — a2y x4+ 2% — xy? B =0
y = 0.
(L+a?+y2)° (1+a? +y?)°
oL oM
One may of course prove that Il but that task does not look nice. Instead we try some ma-
Y x

nipulation, pairing “similar terms” and then reducing. If the equation in this way can be transformed
into d(---) = 0, then we conclude that the differential form is indeed exact. In the particular case we
get

y+ 1y — 23y x4+ 2® — zy? 1442 —2? 1+ 22 —y?
0 = 5 dx + sdy =y ——"——do+2 ——7"=
(1422 +y?) 1+ 22 +y?) (1422 +y?) (1422 +y?)
B ydx—}—mdy_m 2zdr +2ydy  d(xy) B d(1+x2+y2)
1+$2+y2 y(1+$2+y2)2 1+$2+y2 (1+m2+y2)2

d(zy) 1 Ty
Traz+g2 TV N\ Traz 2 T+a2+y2)



so the differential form is exact, and the complete solution is given by

Ty

_ 2 2\ _
71—1—3:24—3;270’ or C’(1+z +y)7:vy.

<

IS

Figure 2.9: Some solution curves of the equation

y+y3—x2y +x+x3—xy2
x
(L+a2+y2)*  (1+a2+y2)°

y=0.

If C =0, we get the two axes. If C' # 0, then we get in polar coordinates,
1+r%= l7"2 cosfsinf = 1 72 sin 26
C 2C ’
hence the solution is in polar coordinates given by

] 2C
"= sin 26 — 2C"’

whenever the radicand is > 0.

Example 2.11 Prove that the differential form

3 2z 2y 9 9
(Zer) dﬂ:+<y+m) dy, for x“ +y° < 1,

is exact in the open unit disc, and find the complete solution of the differential equation

3 2z 2y 9 g
<Z+71—x2—y2) dx+<y+71—x2—y2) dy =20 forz® +y° < 1.

The hint is that the differential form is exact, so we go straight to the manipulations,
3 2z 2y
0 = — 4+ ——]d — ] d
( 1" 1—x2—y2) et <y+ 1—x2—92) ’

3 1 d(z? + ¢?) 3 1
= —de—l-id(yQ)-i-m: d(—1x+§y2+ln(1—x2—y2)),



so the differential form is exact, and the complete solution is obtained by an integration,

3 1
1 z + 3 y? + ln(l —z? - y2) =C, where C' is an arbitrary constant.

1
It can be proved that the equation has the singular point (5, 0), but the solution curves are hard to
sketch, so we shall not bring them here. ¢

Example 2.12 Prove that the differential form
222 4 o2 xy
———dr+ ——=dy  for (z,y) # (0,0),
/£E2 + y2 /1'2 + y2
is exact, and find the complete solution of the differential equation
2%2 + y2

Y
————drt+ ——=dy =
/x2+y2 o /x2+y2 Y

Clearly, the differential equation does not have any singular point in the halfplane x > 0. By using
some simple manipulation,

0 for x #0.

L SR R WU el Cie st 0 P R
/x2+y2 /332+y2 /332+y2 /x2+y2
x2 Ty
={— 4 24925 do + —=d
{\/x2+y2 ) y} ) Va2 +y?
_ €T Yy
\/x2+y2dx+x{\/mdx+\/mdy}
:\/x2+y2daz+xd\/x2+y2:d(a:\/:v2+y2),

so the differential form is exact in R\ (0,0). Its integral is f(z,y) = x+/2? + y2, and the complete
solution of differential equation is x1/x2 + y2 = ¢, which can also be written
/2 _ oA

y=t———, where 0 < |z| < +/]|¢|, and ¢ an arbitrary constant.
x

If ¢ = 0, we get the solution = = 0.

The equation is homogeneous of degree 1, so it can also be solved by the methods given in Chapter 7.

O
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Figure 2.10: Some solution curves of the equation

222 + 92 Ty

+

dy = 0.

Example 2.13 Prove that the differential form

2z Y 2y T
— dx + + dy, orz >0,
(s/x2+y2 $2+112> (\/x2+y2 $2+y2> v

is exact, and find its integral.
What can be said about the complete solution of the corresponding differential equation

2z Y 2y T _ o
<m$2+y2) dx+<\/m+$2+y2> dy =0, for (z,y) € R\ {(0,0)}7

vu---v---v---vv---vu---v---vv--vv--vv--vv---ov--vv--ov--ovv-ovv-cvv-cvv-coAlcateluLUcent @
www.alcatel-lucent.com/careers

2

One generation’s transformation is the next’s status quo.

In the near future, people may soon think it's strange that
devices ever had to be “plugged in.” To obtain that status, there
needs to be “The Shift".
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By pairing terms which look alike we get by some manipulation,

20 Y Vdog [ —2 1~ )4
— x
Vat+y? 2t ty? Vaitg 2ryg)
2x dx 2y dy ydx xdy
= + T2 .2 24 .2
\/x2+y2 \/az2+y2 ¢+ y ety

d(x? + 92 1 1 1
_d@+y) {%dx+—dy}d x2+y2+7d(g)
X xr

/$2+y2 1+{£}2
x
= d(\/yc2 + 12 —l—arctan(%)) ,

so the differential form is exact for x > 0, and its integral is given by

fla,y) =22+ 9?2+ arctan(%) .

Note, however, that the differential form is not exact in R? \ {(0,0)}.

ALTERNATIVELY, we may use polar coordinates instead,
T =7 cosb, dz = cosfdr — r sinfd#,

y =7 sinf, dy =sinfdr + r cosf dé.
Then

20 Y Vg [—2— 1= )4
— X
Vaz+y? 22ty Vaz g2 ity Y

= (2(:050— M) (cos@dr —rsinddf) + (25in0+ g) (sinfdr 4 r cosfdf)
r

:(QCOSQH_M“FQSiHQG—i—w) dr
r T

+ (727" sin @ cos 6 + sin? 6 + 2r sin 0 cos 0 + cos> 0) do
=2dr 4+ df = d(2r +0).

The complete solution of the differential equation d(2r +6) =0 is

2r 4+ 60 = 2C, or r:C—g, for 6 < 2C. %

Example 2.14 Prove that the differential form

Y dr + < d, forx-y<1
‘Tf By — _—— .
VI—zy Yo Toay) ™ v

is exact, and find the complete solution of the differential equation

y T
(a: —1—xy) T+ (y 1—xy) Yy , forx-y<



Figure 2.11: Some solution curves of the equation

2z Y 2y z
— dx + + dy = 0.
<\/:c?+y2 T/2+y2> <\/x2+y2 x2+y2> Y

By using the usual technique, where we pair similar terms and apply the rules of the differential, we

get straight away
ydxr + xdy

Yy X
-7 14 ——— | dy=2xd dy —
(x \/1932/) x+<y \/1932/) yowdrtydy V1—xy

15 1, d(1 — zy) 15 1,
=d| z = —— =d{ = = 24/1—
(255 +2y)+ T=ay 57 +2y+ xy |,

\r

Figure 2.12: Some solution curves of the equation

e —2 ) +ly— L V=0
V1—2y Y V1—2y g=5
The implicitplot command of MAPLE has been used, which explains why the figure is slightly shaken
close to the origo (0,0). All curves lie inside the domain given by xy < 1.

so the differential form is exact, and the complete solution of the corresponding differential equation

is given by (multiply by 2)

2?4+ 9y>+4/1—azy=C  forxy <1, where zy < 1. O



Example 2.15 Prove that the differential form

gy 247 y zln(1 — 2?)
(ln(l z?) 1—$2)de+(1y2)ﬂdy

is exact in the open square | — 1,1[ x| — 1,1[, and find its integral.

Figure 2.13: Some solution curves of the equation

2 )
ln(l—xQ)— 2 Y dx + a:ln(l z) dy =0
=) =g T )i

All curves lie inside the open square | —1,1[x ] —1,1].

The idea is of course that one should check that 6‘_L = 8—M, which will cause a lot of calculations. It

oy or

is, however, easier to use the rules of calculation of the differential forms. We first note that

d(z (1 —a2)) <1n(1 a?) - f;) az,

and

q Yy _ 11 —y-2y dy — dy
V1-y? VI—E 20— i) T - isg
hence, by insertion,
222 z In(1 — 2?)

(ln(l—xQ)—1z2>\/— SN
= ¢%—y (a:ln(lz))erln(le)d(%yQ)d(%;%)’

so we conclude that the differential form is exact with the integral

dy

Yy 1n(1 — xg)

VT

f(xvy) =



2.7 Integrating factors
Consider again the differential equation
L(z,y) dz + M(z,y) dy = 0,

given as a differential form, where L(z,y) and M (z,y) are C! functions. A C* function f(z,y) # 0 is
called an integrating factor, if the left hand side of the equation above becomes a closed differential
form, when it is multiplied by f(x,y), i.e. if

is a closed differential form, hence also locally exact. If L(z,y) dz + M (x,y) dy already is closed, then
the integrating factor can be chosen as any constant # 0. Otherwise, we see that if f(z,y) is an
integrating function, then

Sl @) L) = 5 ()M ),

which can also be written as the following linear partial differential equation of first order,

(2'18) M(a:,y)%—L(x,y)%—f(x,y){g—g—%}:O.

It is obvious that if the differential equation already is closed, then the third term of the left hand
side of (2.18) is zero, and e.g. f =1 is trivially a solution, i.e. an integrating factor.
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Assume that the differential form is not closed. How do we solve the equation (2.18) in order to get an
integrating function? This problem is handled in the following way. We introduce a new C! function
in three variables, F'(z,y,2) = f(z,y) — z. The equation

F(l‘ay’z):f(‘%y)_zzo

describes a solution surface, z = f(z,y), of gradient

_(9f 9F _
F= <8$’8y’ 1>'

Since \7F # 0, the gradient is always perpendicular to the surface z = f(x,y) in R3. This means that
we can write the differential equation in the following way,

of g{aL oM

VE(z,y,2)- (M(x,y), —L(z,y), {g—j - %—Aj} f(w,y)) :

so the vector field

(M -pw {5 - G b i)

dy or

can be interpreted as a tangent vector field on the unknown surface z = f(z,y). It defines a curve
(z(t),y(t), z(t)) on the surface, where

de dy dz oL oM
2.19 — —,— | =M —L — -
219 (S.95) = (e -2 {5 - G ren).
where t is some parameter. Hence, if we can solve the following system of three usually nonlinear
ordinary differential equations

dz
—_— =
i M(z,y),
dy
. — = —-L

) { W (@),
1d: 9L M
zdt 0y Oz’

and we can eliminate the parameter ¢, such that z = f(z,y), then this solution is indeed an integrating
factor.

Note the words “if” and “and”, because it is in general far from obvious that this can be done in
practice.

2.8 The equation {y + zF(z* +y*)} dv — {x — yF(2* + y*)} dy = 0.

1
An integrating factor is for (z,y) # (0,0) given by pu = R When we multiply the equation by
2 +y
n, we get
+ xF (2 + y° —x 4 yF(2® +y? dz —zd 1 F(z®+y?
oo YHeP@ YY) o ceruP@ gt o fydeoady)  LPEHY) G0y
$2+y2 $2+y2 x2+y2 2 $2+y2



The first term is closed, but not exact in R? \ {(0,0)}. In the open upper halfplane y > 0, which is
simply connected, we get by integration

1 F
arctan<x> +f/ ﬂdv:C’, for y > 0.
Yy 2 v=a24y2 U

2.9 The equation yf(zy)dx + zg(zy)dy =0

Clearly, © = 0 and y = 0 are trivial solutions. We put v = ay. If f(zy) = g(zy), the equation is
trivial. Assume that xy{f(zy) — g(zy)} # 0. Then

yf(ey) de + zg(ey)dy _ y{f(zy) — g(zy)} de + g(zy){y de + x dy}
wy{f(zy) — g(zy)} zy{f (zy) — g(xy)}

_ dz g(zy) oy = 32 9(v) ;
= T ey e T T T ) — ey

so it follows by integration that

g9(v) -
oo+ /_ (o) — g}

O =

2.10 Examples of integrating factors

Example 2.16 7o illustrate the theory above we consider the linear differential equation

d
L+ [y +g(a) = 0.
We write this equation in the following slightly more general form,
{f(@)y +9(z)}de+ dy =0,
so by identification,
L(z,y) = f(@)y+g(z) and  M(z,y) =1
The system (2.20) then becomes
dx

E - M(x7y) = 17
(2.21) % = —L(z,y) = —f(z)y — g(),
1 dz oL oM

1d
soxr=1tand — ﬁ = f(t), from which by integration followed by the exponential, z = exp (f f @) dt),
z

which is the well-known integrating factor of the linear differential equation, so in this case the method
was successful.



It is less successful in the given case, if the equation is not homogeneous, g(z) # 0, and we want to
find the equipotential curves of the linear equation. The equation of the equipotential curves is then

—dz +{f(x)y +g(z)}dy =0,

so L(z,y) = —1 and M(z,y) = f(x)y + g(x). The system (2.20) is then

dx

dy B B

E - —L(.’E,y)—l,

ldz 0L OM _ . .\

S odt dy or f'(x)y — g'(x),

from which we only get y = ¢, and we are left with the system

dz

Fri f(@)t+g(x),
1 dz , ,
P vl —f'(@)t —g'(z),

and we cannot get further. ¢
Example 2.17 Consider the differential equation
(y2 —dx?eV’ + 4) dx + (:vy — 2x3yey2) dy = 0.

Prove that this equation has an integrating factor of the form ¢(x), p(1) = 1, depending only on x,
and then find the complete solution of the differential equation.

We first identify
L(z,y) =y* - 4z%e¥” 1 4 and M(z,y) =xy — 2x3yey2,
SO
8 2 y2
5y 1960 L)} = ela) - {29 — 827"}
and
0 2. 42 / 3.,0Y°
9, P(@) M(z,y)} = o(2) - {y — 6a7ye } +¢'(z) - {wy — 2z”ye } :
These two expressions are equal, so by equating them, followed by a rearrangement we get
o(z) - {Qy — 8x2yeyz —y+ 6x2yey2} =¢'(z)- {xy — 2x3yey2} ,
ie.

p(x) - {y - 2w2yey2} =¢'(z)-x- {y - 2w2yey2} ,
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which can be reduced to

¢'(z)
o(x)

1
= and (1) =1, from which p(z) = .
When the differential equation is multiplied by z, followed by some manipulation, we find
0 = =z (y2 —da2e¥ 4 4) dz + =z (xy — 2z3y692) dy
= zy’de — eV’ d(x4) + 4z dx + 22y dy — z* d(eyZ)
L 59 2 4 _y? L o9 2 4_y?
d 2Ty +d(2x)fd(zey):d 2%y + 2x° —z%e¥ ).

For convenience this equation is multiplied by 2. Then the complete solution is found by integration,

4a? 4 z?y? — eV’ = 22 {4 +y? - Q:EQeyZ} =C, where C' is an arbitrary constant. O

Example 2.18 Solve the differential equation
2 2 dy . 2 2\ _
3x*(y — x) E—l—{smx—xcosx—i%x (y—ax)*} =0.
We first note that the equation can be written

3

35”2(21*17)2 —(y—z) == di(y—:c) = xcosc —sinz.
T x

SIMPLY CLEVER
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For x = 0 the equation is trivially fulfilled, but this vertical line is not a function in y. For x # 0 an

obvious integrating factor is —, in which case we get

x2’
d( )3 1 1 . d /sinz
—(y—2)° == cosz — — sinx = — .
dz J x 2 dz\ =z

Then by integration,

sinx

_3:
(y—2)"=C+ o

and the complete solution is given by

"
y=x+ {/C+ 1nx’ C arbitrary constant. %
x

Example 2.19 Prove that cosx cosy is an integrating factor for the differential equation

(2:c tan y sec x + y? sec y) dx + (2y tan z secy + x2 sec x) dy =0,

and then find the complete solution of the equation.

Figure 2.14: The equation (2xtanysecx +y?secy) dr + (2ytanzsecy + a?secx) dy = 0, in the

square }—%, %[ X }—%, 5 [, which is one of its many connected subdomains of definition.

We recall that secz =1/ cosz for z, y # § + pm, p € Z. Clearly, z = 0 and y = 0 are both solutions.
The easiest solution method is to multiply by the so-called integrating factor and then pair the terms
as above to get a differential of the form dF(x,y) for some function F(x,y). This function F(x,y) is
then the integral of the given differential form. We note that cosx-cosy # 0 in the domains where the
differential form is defined. We shall restrict ourselves to solve the equation in the connected domain
(x,y) € ] —5:5 [ X } —5: 5 [ When we in this domain multiply the differential form by cosz-cosy # 0,
we get the equivalent equation

0 = (290 siny + y? cos x) dz + (2y sinz + 22 cos y) dy
= sinyd(w2)+y2dsinx+sinmd(y2)—i—:desiny
= d(gc2 sin y) + d(y2 sin w) = d(:zc2 siny + y? sin :E) ,
so the differential form is exact, and the complete solution is given by

z?siny + y?sinz = C, where C' is an arbitrary constant. O



Example 2.20 Recall Coulomb’s law (Charles A. de Coulomb, French engineer, 1736-1806). The
electrostatic interaction between two charged particles is proportional to their charges and to the inverse
of the square of the distance between them, and its direction is along the line joining the two charges.
Thus,

F:K.fh;}z’
r

where q1 and g2 are the two charges and r their distance from each other, while K is some constant

depending on the chosen physical units.

Given a charge ey at the point (—a,0), and a charge es at the point (a,0). Find the field of the electric
force in the plane.

This means that we shall consider a unit charge 1 at point (x,y) and derive a differential equation of
the curves of force.

We first note that the tangent at (x,y) of the curve of force passing through it has the same direction
as the resulting electrostatic force.

Denote by

7"1:\/(213+a)2+y2, 7’2:\/(1:70’)24»:’/23

the distances of the point (x,y) to (—a,0), resp. (a,0). Then using that the tangent and the resulting
electrostatic force have the same direction,

er  es T+a r—a\ dy
=+ = |y—(e1—=— +exa— — =0

so by a rearrangement,

ey dy €2 dy
0=—=4qy— — —=qy—(x—a)— ;.
r3 {y (z+a) da:} + r3 {y (z—a) dz
It is not hard to see that y is an integrating factor, and since the resulting differential form is exact,

we can find its integral by integrating along a step curve. Here we shall ALTERNATIVELY just see that
by a small calculation,

d/z+a\ 1 z+af dy 1 9 9 dy
S5 - - reral =l -y Para - @i

1 dy
Ey{y—(m"'a)@},

—a
, so when we multiply the original equation by y we get
T2

e dy €2 dy
0 = — —(z4+a)—}+y— —(r—a)—=
yrzf {y (@ +a) dx} yrg’ {y (z—a) dx}

B i r+a +i r—a _i a:+a+x—a
T odz\ de \ 7y T dz\ ro '

Finally, the equation of the field of force curves is found by an integration,

and similarly for x

x4+ a xr—a x4+ a x4+ a
c= + = + Y
! r2 Ve ta?+y? V(e —a)? 2




2.11 Additional cases, where an integrating factor is known

We mention a couple of more rare cases, in which an integrating factor is known.

Theorem 2.2 Consider the differential equation
(222)  Liz,y) do+ M(a,y) dy = 0,

where L(x,y) and M (z,y) in some open region are functions of class C*. If the expression

o LG )~

is a function g(x) in x alone, then

u(x) = exp (/g(ff) dw)

is an integrating factor of the differential equation (2.22). Here, p can be multiplied by any constant
K #0.

PRrROOF. The criterion of p being an integrating factor is

(2.23) a(gyL) = 8(giw).

In the present case u is assumed only to depend on x, thus (2.23) is reduced to

which obviously is true. [

Theorem 2.2 is then extended in the following way,

Theorem 2.3 Consider the differential equation (2.22), i.e.
L(z,y) dz 4+ M(z,y) dy =0,

where L(x,y) and M(x,y) are functions of class C? in some open region. If for some C1 function
© = p(x,y) there exists another function g = g(t), such that

oL _om
dy Ox

(2.24) m = g(»),
Or dy

where we only require that the denominator of (2.24) is # 0, then

w(z,y) eXp(/t ( )g(t) dt)

is an integrating factor of the differential equation.



PROOF. Assuming that p above is an integrating factor, equation (2.23) must hold. This condition is
here reduced to

oL dp d¢ —  OM dp Oy

Fay T agay ~Har TV dp an

thus by a rearrangement,

du [ 99y 00\ ), fOMOL
dw{Lay Max}“{ax ay}’

hence by (2.24), followed by the usual solution formula,

d .
d—“ =pg(p), le. p=K-exp (/ g(t) dt) ;
¥ t=p(z,y)

and the claim is proved. [
We note that Theorem 2.3 contains Theorem 2.2 as a special case. Just choose ¢(x,y) = .

Note in general that one may use (2.24) to obtain criteria for certain integrating factors. Choose e.g.
¢(x,y) = xzy. Then (2.24) becomes

0L OM

oy Oxr

T = g(zy).
Likewise,

oL oM

0 0

% =g(z+y)

is the criterion for p(z,y) = x + y.

However, this method is in general of limited use in practice.



3 Separation of the variables

3.1 Theoretical explanation

The separation of the variables is the most important solution method. Even the solution of the linear
differential equation of first order, discussed later in Chapter 4, is derived by introducing a so-called
integrating factor and then separate the variables, though one never thinks of the solution procedure
in this way. In all the following special cases of differential equations of known solution formula or
method, the trick is always to transform the original equation to some equation, where the variables
can be separated. Although this is the general idea, it is convenient also to mention some special cases
in the following chapters.

We say that the variables are separated , when the differential equation
L(z,y)dex + M(z,y)dy =0

takes the special form

(31)  f(z)dz + g(y)dy = 0,

i.e. when L(z,y) = f(x) is a function in z alone, and M(z,y) = g¢(y) is a function in y alone.
Clearly, the differential form is exact. If we put F(z) := [ f(z)dz and G(y) := [ g(y) dy, and finally
H(z,y) i= F(z) + G(y), then

dH = {F'(z) + 0} dz + {0+ G'(y)} dy = f(x)dz + g(y) dy = 0,

and we conclude from the above that the complete solution of (3.1) is given by
(3.2) H(z,y)=F(z)+Gy) = /f(z) dz + /g(y) dy = C, where C' is an arbitrary constant.

In the case of Figure 2.3 the variables are separated, zdx 4+ ydy = 0, so we get by integrating the

variables separately that the complete solution is given by 3 z? + 3 y? = C, which is reduced to the
usual form z? + y? = r2.



3.2 Examples

Example 3.1 Discuss the differential equation
de t
— = forx >0 and t € R,
d =z

and find its solutions.
t
Clearly, t = 0, i.e. the positive z-axis is the 0-isocline. If o # 0 then the a-isocline is given by — = a,
x

1
i.e. the line x = — t. There is no need to draw these simple isoclines.
o

As a routine we compute

Pz 1 ¢t dz 1 21,5,

—_— = ——=———=— (z°=t), for z > 0,

dt2 z 22 dt =z a3 23 ( )
so the possible points of inflection must lie on the two straight lines = [¢|, ¢ # 0, in the upper
halfplane. However, a simple check shows that both these two lines are solutions.

d. t
Figure 3.1: Some solution curves of the equation Tf = — forxz > 0.
x

Then we separate the variables,
20dz = d(z%) =2tdt = d(?),
hence by integration,
2?2 =t +¢, t> > —¢, ¢ arbitrary constant,

so the solutions are given by

Vi + ¢, for t € R, if ¢ >0,
_ t for t > 0, if c=0,
= —t  fort <0, if ¢ =0,

V2 + ¢ for [t| > v/—c, if c<O.

The equation is also homogeneous of degree 0, so it can be solved by methods given in Chapter 2. ¢



Example 3.2 We shall discuss the differential equation

dx 5t
E - ;a z 7£ 07
and find its solutions.

REMARK. This differential equation is also of the homogeneous type, cf. Chapter 7 in the following.
Therefore, it can be solved in many different standard ways. We shall here stick to the method of
separation of the variables, which is straight forward. ¢

First note that the isoclines are given by the equation

dx ﬁ,

) 5
il ie. = Et’ (t,z) # (0,0) and « # 0,

which are equations of straight lines through the point of exception (0,0), except for the axes.

The possible points of inflection are described by the equation

@ 5 stde_5 %5
A2z 22 dt =z x3 a3

(:v2 — 5t2) ,
provided that x # 0, so the points of inflection are lying on the two straight lines defined by
2?2 —5t2 =0, ie. x=+V5¢, t #0.

It should, however, be noted that these two lines are also solutions of the equation.

dx ot
Figure 3.2: Some solution curves for the equation i (solid curves), and some equipotential
x

curves of this system (dashed curves).

The equation is easily solved by separation of the variables, where we also multiply by 2,
20dr =2-5tdt, ie.  d(z®) = d(5¢%).

Then by an integration,
z? — 5% = ¢, ¢ an arbitrary constant.

If ¢ =0, we get the afore mentioned straight lines (solid lines on Figure 3.2)

r=+V5t
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If ¢ # 0, the solution curves are arcs of the hyperbola (dashed curves on Figure 3.2)

z? — 5t2 = 5e, x #0, ¢ an arbitrary constant,
i.e.
teR ifc>0
— 2 ) 9
T=+V5(#+0), { 6> lel,  ife<o,

As a simple exercise we add here the discussion of the corresponding system of equipotential curves.
The original equation is written in its differential formulation,

rdx —5tdt =0,
so the differential equation of the equipotential curves is
5tdx +xdt =0,

of rectilinear solutions ¢ = 0 (not relevant) and x = 0. When we separate the variables, we get

5%4—&:0.
x t

Integration of this equation, followed by the exponential and incorporation of the possible sign in the
constant, gives that the equipotential curve system is implicitly given by

z-y° =C, where C' is an arbitrary constant. %
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Example 3.3 Find the complete solution of the equation

dy _yly+1)
dx 2

We must of course assume that = # 0. Then y = 0 and y = —1 are trivial solutions. If y # 0, y # —1
and x # 0, we can separate the variables,

dz dy < 1 1 >
=2 (- — )4y,
r yly+1) y y+1

so by an integration,

1 1
In |2 =k—-—, or L:C“exp -,
y+1 T y+1 T
d; 1
Figure 3.3: Some solution curves of the equation Ey = y(yigr)
x
hence
1
- C’~exp<—> -1,
Y x

or

1
y=—, forx # ———, if C >0and C # 1,
<1> InC
C-expl—)—1
x

supplied with y =0 and y = —1.

If we multiply the equation by x2dx, then £ = 0 becomes a rectilinear solution, and the singular
points are (0,0) and (0, —1).

The equation can also be solved as a Bernoulli differential equation, cf. Chapter 5. The details are
left to the reader. ¢



Example 3.4 Find all solutions of the differential equation

d:
7:;:(2x73)(t+1), fort € R and x € R.

L/

dx
Figure 3.4: Some solution curves of the equation —= = 2z —3)(t+1).

3 3
The right hand side is factorized. Obviously, z = 3 is a constant solution. When x # 50 e get by
separation of the variables

dx

_3
T =35

=dln

3
x— 5‘ =2(t+1)dt=d{(t+1)*},
hence by integration,

In

3
T — 5’ =(t+ 1)2 +c, c arbitrary constant.

Taking the exponential, and building the sign of x — % into the new constant C, where |C| = e°, we
get the solution

z:g+C~exp((t+1)2).

Note the symmetry with respect to the point (%, 71), where the right hand side of the equation is 0.
O

Example 3.5 Find all solutions of the differential equation

dr 2t
dt ~ er’

Separation of the variables gives

fort € R and x € R.

e’ dr = d(e”) = 2tdt = d(?),
hence by integration, e® = t? + ¢, for |[t| > v/—¢, when ¢ < 0, so the solutions are given by

In t2+c), for t € R, when ¢ > 0,
=< In t2) , for t # 0, when ¢ = 0, %
In(t2+¢c), for || >+/=¢,  whenc<0.



d 2t
Figure 3.5: Some solution curves of the equation Tf = —.
eil)
Example 3.6 Find all solutions of the differential equation
dx e "
E:m, forwGRandtGR
//%:
/.
Figure 3.6: S uti f the equation % —
igure 3.6: Some solution curves of the equation — = .
8 1 dt 182

Separating the variables we get

dt

efdxr = d(ez) = m

= darctant,

™

7r
hence by integration, e” = arctant + ¢, provided that arctant + ¢ > 0. Since arctant € }f—, 5 [ for

all t € R, and is increasing, we get
>0 for t € R, if ¢ >
arctant + ¢ >0 for t €] — tan e, +o0, ifce —E,g{,
<0 for all t € R, ifx < —
Therefore, the solution is given by

teR, if ¢ >
x = In(arctant + ¢) for _ o
t €] —tanc, +o0], ifce 75,5{, 0.
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Example 3.7 Find the solutions of the differential equation

dr 1+ 22

A 12
A separation of the variables gives

dzx de¢

T+a22 1+
hence by an integration and a rearrangement,

arctanx — arctant = c.

—

7

dt
Figure 3.7: Some solution curves of the equation T+ = 52 fort e R.
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m
When we for ¢ # 5 + pm, p € Z, apply tan on this equation, we get

tan(arctanx — arctant) = = tanc.
1+t
Solving for = we get
t+tanc
+ , for t # cotc,

r=—
1—1t-tanc
which can be written

t-cosc+sinc
r=——| for t # cotc.
cosc—t-sinc

™
We note that we in the latter form no longer have the restriction ¢ # 5 + pm, p € Z. Furthermore,

the constant ¢ is now restricted to e.g. ¢ €] — , 7.

T 1
For ¢ = 0 we get the solution x =t. For ¢ = +=— we get the solution z = -5 Other simple solutions

t+1 t—1
arem:%fort;«él,andle—_'_t,fort;é—l. O

Example 3.8 Discuss the differential equation

%:Mﬁ, for x>0, and t € R,

and find its solutions.

The equation of the isoclines is

4tz = a
i.e. the positive vertical axes t = 0, z > 0, for a = 0 is the 0-isocline, and if « # 0, the a-isocline is
given by

o2

T=—",

16¢2

ie.teR_ fora<0,and t € Ry for a > 0.

the t-interval defined by a - ¢ > 0,

From
d*z 2t dzx 2t 9
W:4ﬁ+ﬁaz4\/§+ﬁ4t\/§:4\/‘%+8t >0 for x > 0,

follows that we have no inflection points.

The isocline diagram is very much distorted in this case, so we cannot get too much information from
it, and we leave it out.

We separate the equation by rewriting it in the following way,
dz

ﬁ 2t dt, ie. d(\/E) = d(tQ) for z > 0.



=

d
Figure 3.8: Some solution curves for the equation 73; = 4t /.

By integration the solution is given by
V=t +e, for t2 +¢ >0, ¢ arbitrary constant.
Hence, the solution is given by

) teR for ¢ > 0,
z=(*+c¢) teR\ {0} for ¢ =0,
[t] > v/—c for ¢ < 0.

Note in particular that x = t* for t = 0 are two branches of a solution. ¢

Example 3.9 Discuss the differential equation
dx —
at

and find its solutions.

(\3/5)2sint, fort eR and z € R,

Clearly, x = 0 is a solution. Furthermore, the vertical line t = 0 is the 0O-isocline. When « # 0, the
a-isocline is given by

a:x%sint, ie. :c:(—) , t#£pr, p€Z.

Then we calculate

d’r 21 d 2 .
d—;:gis—ﬁﬁosinter%cost:gﬁosin2t+(\3/5)2cost,

so possible inflection points must satisfy the equation

d? 2
_‘T:\%E{g-Sith+\3/5-cost}=0-

de?

Here, x = 0 is a solution, so when x # 0, the points of inflection lie on the curves of the equation

3
2sin? ¢ 7
a:( ), t7é§+p7r, p € Z.

cost



d
Figure 3.9: Some solution curves of the equation 73; = ((’/5)2 sint.

Then we separate the variables,

1 1 =
§x_% de=gsintdt, ie  d(Vz)=-zdcost,

so by integration,

1
/x = —=(cost + ¢), ¢ arbitrary constant,
3
and hence,
T = 57 cos c)”.

Example 3.10 Find the complete solution of the differential equation

d 2
Y _Y for x # 0.

de a2’

Obviously, y = 0 is a solution. Assume that both = % 0 and y # 0. Then the equation is equivalent to
dy _ do
y2 22’

where the variables are separated. By integration and rearrangement,

oz
T 1-Cz’

=C, or y—xz=Cxy, ie. vy

8~
< | =

where C' is an arbitrary constant.

Note that the equation is also homogeneous of degree 0, so we may alternatively apply methods from
Chapter 7. $
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Example 3.11 Find the complete solution of the equation

dy 2
— =0.
] +y+y

Clearly, y = 0 and y = —1 are solutions. When y # 0, —1, the equation can be written

d d 1 1
0:y+—ny+dx=y(Til)+dx: <§_ﬁ> dy + du,
from which by integration,
1
k=1In yil'—f—x, i.e. ﬁ:aeﬂﬂ7
hence
% e " 1 .
Y= T % p— = Cor =1’ C arbitrary constant,

supplied with y =0 and y = —1.

We note that the equation is also a Bernoulli equation, so it can be solved by using methods from
Chapter 5. ¢

(]
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m

d,
Figure 3.10: Some solution curves of the equation i +y+y? = 0. Note that the solution curves
either are lying above the line y = 0, or between the two lines y = 0 and y = —1, or below the line
y=-1

Example 3.12 Discuss the differential equation

l@_gt

= R
e fort e R and xz > 0,

)

and find its solutions.

1 d
Figure 3.11: The isoclines for o« =1, 2, 3, 4 of the equation — - 73; =2t
T

The equation of the a-isocline is

E:xo?:a, ie. r=a-2"" where o > 0.
Furthermore,

d? d

=222 —m2e 2 o2 = a2 (n2429) >0,

so there is no point of inflection.
Since the equation is already separated,

dlnzx
dt

=2t = ¢tn2, forteR, x>0,



1
Figure 3.12: Some solution curves, ¢ = 0.2, 0.5, 1, of the equation — 7?
x

it follows by integration that

2t
Inz= [ eM2dt+c=—+c¢,
In2

hence, with a new arbitrary constant C' > 0,

1
x—C.exp(ﬁQt), forteR, C>0. O
n

Example 3.13 Discuss the differential equation
dx —
dt

and find its solutions.

4(%)3, fort € R, and x >0,

Clearly, the boundary line z = 0 is a solution.

When z > 0, the a-isocline, o > 0, has the equation

4(\‘75)3:a, ie. T = (3 %) , a> 0.
All the a-isoclines are straight lines parallel to the t-axis.

The information above is sufficient, but for completeness we compute

o1 e
de2 7 Yxo dt

proving that there is no inflection point.

=12z > 0, for z > 0,

Assuming that x > 0 we separate the variables,
1 .
e idr = d(xi) = dt,
4

so by integration,

VI =t+ec, for t > —c, ¢ arbitrary.

2t
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d:
Figure 3.13: Some solution curves, c = —2, —1, 01, 2, of the equation 7? = 4({4/5)3.

The solutions are

z =0, for t € R,
x=(t+c)i for t > —c,

Note that we also have the concatenated solutions

x—{ (t+c)4, for t > —c,

0 for t < —c. cER. 0

Example 3.14 Discuss the differential equation

dx
EJerem:() fort e R and x € R,

and find its solutions.

Figure 3.14: The isoclines (dashed) for « = —2, —1, 0, 1, 2 and the curves of inflection points (dotted)
dx
of the equation n + 2te* = 0.

Clearly, t = 0 is the O-isocline. When « # 0 the a-isocline is given by

—2te” = a, ie. T = ln(—%) fort-a <0.

63
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From the rearrangement

dx

— = -2te”

at c
follows that

d’z dx
— 2 =9t == —2e% =412 €% — 2% =27 {22 — 1),
e ai { J
2
so the equation of inflection points, yri 0, is reduced to

1
x:ln(2t?> :—111(2752), t #0.

d
Figure 3.15: Some solution curves, c = —2, —1, 01, 2, of the equation 7? + 2te* = 0.
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When we separate the variables, we get

—e Pdx = 2t dt, ie. d(e_”) = d(t2) ,
so by integration,

et =t>+c¢, for t2 +¢ >0,
and we get the solutions

:c:fln(tQJrc) for t2 +¢ > 0.

If in particular ¢ = 0, then x = —2In|¢| for t £ 0. ¢

Example 3.15 Discuss the differential equation
dx
E—l—az-tantzo, forte}—g,g[,
and find its solutions.
The equation is also linear and homogeneous and can be solved by using a formula form Chapter 4.

A trivial solution is x = 0. We assume in the following analysis that = # 0.

It follows from

dzx tan ¢
_ = . n

& x - tant,

that the vertical line ¢ = 0 is the O-isocline. If a # 0, we get the a-isoclines

—x - tant = a, ie. r=—a-cott, t#0.

1 d.
Figure 3.16: Some a-isoclines, o = 0, :|:§, +1 +3, of the equation 7:; +x tant =0 fort € }fg, 5 [

Furthermore,

d? d
d—tf :—Tf-tant—a:- (1 +tan2t) :x-tan2t—x—xtan2t:—az,



1 3 d.
Figure 3.17: Some solution curves, ¢ =0, ia, +1 + 37 of the equation 73; 4+ x tant =0 for
te]-3.3[

so " = 0 only for = 0, which is a solution.

When we separate the variables, we get for x # 0,

1 int
—dz = d(In|z|) = —tantdt = LA T d(In | cost|),
T cost

so by integration, In || = In |cost| + ¢, from which with a new constant C # 0,
xz = C - cost,

which for C' = 0 agrees with the solution z = 0. ¢

Example 3.16 Discuss the differential equation

dv 1, /x
7 3\ T forx >0 andt >0,

and find its solutions.

The right hand side of the equation is always positive in the open first quadrant, so the a-isoclines do
not exist for a < 0. If @ > 0, then the a-isocline is given by

== =aq ie. = (20)3t?, fort > 0.

These are parts of parabolas, and it is left to the reader to sketch them.

By routine,
d2:E 1 1 7%t7% dx 1 2 tié 7% 1 7%t7% 1 %t7%+1 tié %
—_— = - = — == == T3 =—-x = = T
de? 2 3 dt 2 3 6 2 3
1 1 a1 1 s
= EIL’ 3t d+§xdt 3>0,

so there are no inflection points in the first quadrant.



d. 1
Figure 3.18: Some solution curves of the equation 7? =3 i/% forx >0 andt > 0.

Then we separate the variables,

Zx*%d:czltfg dt, i.e. d(:c%) = d(t%),
3 3

hence after integration,
—t3 +c, provided that ts +c>0, c arbitrary constant.

We have assumed that z > 0 and ¢ > 0, so the solution is given by
3
x:(\%—&—c)z, fort%—l—c>0, i.e.t>max{—c3,0}.

For ¢ = 0 we of course get the simpler expression = /t, t > 0.

The equation is homogeneous of degree 0, so it can also be solved by methods given in Chapter 2.

Example 3.17 Find the solutions of the differential equation
vz dr
e E:M\/E, forz >0 andt€R,

i.e. in the open right halfplane.
Apart from the positive z-axis, which is the 0-isocline, the a-isoclines are in general difficult to describe.

One may of course express ¢ as a function of z, i.e. the a-isocline is given by

t \/E, x> 0.

e
=——=c¢
4/x
It is hard to get any information out of these isoclines.
A division by 24/x > 0 separates the variables,
1
2= d(#) = 5o VT dz = e dVE = (7)),

and hence by integration,

VTP =124¢>0 for t? > —¢,
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i which case
V=Wt +c) >0,
so we must furthermore require that t?> + ¢ > 1

x = {ln (t2 + c) }2 for t* > —¢, c arbitrary.

dx
Figure 3.19: Some solution curves of the equation eV® i 4t\/x for x > 0 and t € R.

Writing ¢ = +a?, a > 0, we get more explicitly,

{ln(t2+a2)}2, for t € R, when ¢ > 1 and ¢ = a? > 0,

{ln(t2+a2)}2, for [t| > V1 — a?, when 0 < a<1andc=a%>0,
r=1q 4{Int}? for t > 1, when a =0,

4{In(—t)}?, for t < —1, when a = 0,

{In(? - (12)}2 for [t| > Va2 + 1, when @ > 0 and ¢ = —a? < 0.

We note that in this case the full solution is complicated to describe. ¢
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Example 3.18 Find the solutions of the differential equation

d:
7?:3353\/57 fort >0 and z > 0.

We separate the variables,

7% de = d(%) = 6Vidt = 76~§d(t%) - 74d(t%).

d
Figure 3.20: Some solution curves of the equation ?f = 323/t for t € R.

Then by integration,
1

- =C— 4t\/1_f,

x

so we must choose ¢ > 0, ¢ = 4a/a, say, for some a > 0. Then

1
— = 4dav/a — 4Vt = 4(av/a — V), for 0 < t < a,

22
and since we had assumed that x > 0,

1 1

2 \/a aft\/l_f

Example 3.19 Find the complete solution of the differential equation

Ay V1-y?

de ~ 1+x2"

T = for 0 <t <a, a>0 arbitrary constant. O

forye]—1,1].

It is straight forward to separate the variables,
dy dw
V1—y? S 1422

Then integrate,

arcsin(y) = arctan(z) + C,



N
. . . dy 1—y2 .
Figure 3.21: Some solution curves of the equation i nat The solution curves are — due to
x x

the differential equation — all increasing.

which is the complete solution of the differential equation.

One should note that it is not straightforward, though possible, to find y as a function of x and c,
because arcsin is not a nice function. Due to the differential equation, all solution curves must be
increasing, but if one just apply sin on the equation and reduce, then we get some false solutions,
which are decreasing. We shall not here include this discussion, but refer to Figure 3.21. ¢

Example 3.20 Find the complete solution of the differential equation

dy 2
a—( +y).

We put y = —x + v and get

du du
14— =u? — =14u%
Jrdac v dx tu

We separate the variables,

du
14+ u?

= dz,

and then get by integration,
arctan u = x + k,

thus
u = tan(x + k),

and the complete solution is given by

y=—x+u=—x+tan(z + k), k an arbitrary constant. %

We shall in the following give a couple of examples from Physics, where we first must derive the
differential equation.



Example 3.21 Find the atmospheric pressure at height h above the ground surface, where we assume
constant temperature, and neglect the small internal gravitational effect of the air particles.

The idea is to use the law of gravitation and Boyle’s law to express the atmospheric pressure p at
height h by a differential equation.

Let 7 denote the radius of the Earth, and let 0 < hy; < hy. Let f denote a part of the surface of the
Earth, which is so small that it can be considered as flat. We erect above f a vertical cylinder.

Let V1 and V5 denote the volumes of this cylinder at height hy and ho, resp.. Furthermore, let P, and
P, denote the forces on the upper surface of the cylinder at height h; and ho, resp., and let p; and
p2 be the corresponding pressures. This means that

P, P.

p1=—, pr=— and P —P=(Vo—V)DG,

f f
where the function D converges for hy — h; towards the atmospheric density at height h;, and where
G denotes the gravitational constant at the height h lying between h; and hy above the surface.
According to Boyle’s law there exists a constant k, such that

lim D ="2%
ho—h1 k
Furthermore,

2
r
lim G= ,
ha—hy (r + hy ) 9
where g is the gravitational constant, g = 981 cm/s?, at sea level.

It follows that

P2 — P1 P =P P, — P P1 r 2

— = =-DG — —— for hy — hy.
ho—hi  flha—T1) Va—Vi k\r+h ) 9 Tl
Hence, by taking this limit,

dp _ 9 p
dh ~  k  (r+h)?

This is a differential equation of first order, in which the variables can be separated,

dp__rg, dr
k:

p (r+h)?’

By integration, including an arbitrary constant C,

rlg 1 gr r gr h gr grh
1 - 9 - _ AN — AN (T GO gr _ g
e i A ey S < r+h> ¢

so when we apply the exponential and rename the constant,

_ exo [ — grh
P = Po €Xp 7k(r+h) )
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where pg is the atmospheric pressure at the surface of the Earth, h = 0. When h is not too large, we
may approximate

W by 1, and we get the so-called barometer formula
r

h
p=poeXp<—%>- O

Example 3.22 Given a cylindric vessel of inner radius r. We assume that it is filled with water up
to the height H. In the bottom of the vessel there is a circular hole of radius o. Find the time it takes
to empty the vessel.

We shall again first derive the differential equation which governs this situation. Let g = 981 cm/ s
be the gravitation constant at sea level. If we neglect the internal friction of the water molecules, and
if the surface of water is at height A cm above the bottom, then the water pours out with the speed
v = /2gh. In practice, however, due to the neglected friction above, the speed can be measured to
be v = cy/2gh, where ¢ ~ 0.6.

The height h of the water surface is a function in time ¢. The water surface is lowered by the velocity

dh
given by T The proportion between this velocity and the velocity of the water pouring out of

the vessel is equal to the proportion between the area of the hole in the bottom and the area of the
cylindric bottom itself. This gives us the equation

ldh_g2

v dt 2’
which can be written
dh

L o
o —CVh, where C' = e V2g.
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Here we can separate the variables,

dt = 7% %, hence t = % (const. — \/E) .

Let us assume that the height is H for ¢ = 0. Then,
2
t:a(\/ﬁ—\/ﬁ), for 0 < h < H.
When h — 0, the vessel is emptied, so if T denotes the time needed for emptying the vessel, then

2 2VH 1 |H
T it = fim (VE-VE) = =5 =G G5 9
3.3 The differential equation y’' = f(Ax + By + C)

Consider the differential equation

d
d_z = f(Az + By + C), where A, B, C are constants,

and f(u) is a continuous function. Such an equation is solved by a variant of the method of separating
the variables.

We first note that if B = 0, then the solution follows trivially by integration,
Yy = /f(AHJ + C)dz + const..

We assume in the following that B # 0, and introduce a new function u(z) by
u(z) := Az + By(z) + C.
If we can find all possible u(z), then we also get all solutions

y(z) =  (u(e) — Az - O),

so we shall find a solvable differential equation in u.

When we differentiate u(x), we get from the above that

du

with the initial condition
u(§) = A + Bn + C,

if the original initial condition is y(£) = . This means that we have proved the following theorem,



Theorem 3.1 Let f(u) be continuous for r < u < s. The differential equation

d
ay = f(Az + By + C), B=#£0, A, B, C arbitrary constants,

18 solved in the strip
r <Az + By + C < s, u=Ax+ By+C,
by the formula

d
xr = conSt.—’—//H»ij(ul)’ u:Ax—l—By—l—C,
provided that A+ Bf(u) # 0 in the domain of integration.

It can be proved that the integral curves are defined, when

f / du < £ < / du
in ——<z- sup _
r<u<s Jaeipyrc A+ Bf(u) reu<s Jaerpnro A+ Bf(u)
where (z,y) = (§,n) are the initial values.
Example 3.23 The simplest example of an equation of this type is the linear inhomogeneous equa-
tion, cf. Chapter 4.

d
d—y:a:er, where A= B =1and C =0,
x

where we in the following chapter also develop an alternative solution method.

In this case f(u) = u = x + y is continuous, and by the solution formula,
du
x = const. + Tra = const. + In |1 + ul, where u # —1,
u

or by a new constant,
1+u=0C-e%, ie. l+z4+y=C"¢€",
SO

y=—(x+1)+C- €, C arbitrary constant. %

Example 3.24 A less trivial example is given by

d
—y:(:c+y)2, where A= B =1and C =0,
x

so u(z) = x + y(z), and f(u) = u? is continuous. It follows that

du
x = const. + [ ——— = const. 4 arctan(u),
1+ u?

from which
u=x+y=tan(z + C), or y =tan(z + C) — =z,
where C' is an arbitrary constant.

A simple check shows that this indeed is a solution for every arbitrary constant C. ¢



3.4 Trajectories

Let f(z,y) be a continuous function in the domain  C R2. Consider the differential equation of first
order

dy

a = f(‘rvy)7 for (xvy) € Q.

Then f(z,y) can be interpreted as the slope of the solution curve passing through the point (z,y) € Q,
so a tangent of this curve is represented by the vector (1, f(z,y): If o denotes the angle between the
positive z-axis and the line in the direction of the tangent (1, f(z,y)), then clearly f(x,y) = tana.

We say that the equation defines a direction field.

Now, given the continuous function f(z,y) and a fixed angle v €]0, 7], and assume that we for some
reason want to find a function g(z,y), such that the differential equation

dy

— = g(a,

= 9@y)
defines another direction field, such that at every point (z,y) € Q the angle between the two direction

fields is given by the fixed angle 4. The unknown function g(z,y) is related to an angle 8, where
B — a = is the angle between the two direction fields at (x,y), by the formula g(x,y) = tan .

Since we have chosen 0 < v < 7, we shall not apply tan, but cot instead, so we put for convenience
¢ := tan~y, which then is a given constant. Then by the addition formula for tan,

1 1 1+tanf-tana 1+ g(z,y) - f(z,y)
c=coty= = = = .
tany  tan(f8 — «) tan 8 — tan « g(z,y) — f(z,v)
When we solve with respect to the unknown function g(x,y), we get
1
g(z,y) = Lte/l@y) where f(z,y) # ¢ = tan~.

Cif(:z'?y) ’

The differential equation

dy _ g(z,y) = L+ cf(@.y) where f(z,y) # ¢ = tan~,

dx c—f(z,y)’

is called the differential equations of the trajectories for given angle v €10, 7 of the original equation
dy
e f(@,y).

At every point (z,y) € Q the angle between the two systems of solutions is equal to v = arccot c.

Although we can define trajectories corresponding to every angle 0 < v < 7, the most interesting case
is of course the orthogonal trajectories, where v = /2, and consequently ¢ = 0, so the differential
equation of the orthogonal trajectories is in particular simple,

dy 1
de  flzy)
In this particular case we can give the systems of solution curves a physical interpretation. If e.g.
dy
— _ f(r
o=@y

is interpreted as the differential equation of the streamlines of a flow, then the the orthogonal trajec-
tories are interpreted as the corresponding equipotential curves.



Example 3.25 Given the system y = x2 + az, a € R an arbitrary parameter, of parabolas. Find the
orthogonal trajectories of this system.

We first eliminate the arbitrary constant a. If = # 0, then

_y
a==—uz,
T

so by a differentiation,

1 dy 1
= — x —_— — .
x? dz

When we multiply by z? and rearrange, we get

d d
x—yfy:xz, from which —y:ngx for x # 0.
dx dz =

It follows that

y y + a?
fay) =Y ta=tET
X X

so the differential equation of the orthogonal trajectories becomes

dy 1 T

dz — flzy) y+a?

which is more conveniently written in the form

ds
0= (y—i—:vQ)d—i—i—m.
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It is not hard to find the integrating factor e¥. When we apply this, we get

0 = (y + :c2) e dy + ze?¥dr = yer dy + %zQ d(er) + % €2yd(562)

_ 1 IR ) N S 2, 1) 2
= 2d{(y 2)6 }+2d(me )—2d z°+y 5 )¢ ,

hence by integration,

1
(zQ +y— 2> e =C, ¢ arbitrary constant.

Figure 3.22: Some parabolas y = x° + ax, (solid curves), and some of the corresponding orthogonal
trajectories (dashed curves).

An ALTERNATIVE solution method is the following. If we write ¢t = 2, then we get the differential
form

1
0=wy+t)dy+ade=(y+t)dy + 5dt.
If t = t(y) is considered as a function in y, then this equation can be written
dt
—— +2t+2y =0,
dy

which is linear in ¢, so either we use the elementary solution formula from a Calculus course, or we
apply Chapter 4 to get

1
t=a>=Ce %+ 6729/2y627’ dy=Ce ™ 4 e {yer — /627’ dy} =C-e¥4y— 3
and we get by a rearrangement that the complete solution is implicitly given by

1
(z2 +y— 2> e =, where C is an arbitrary constant.

ALTERNATIVELY we express  as a function of y,

/1
r=4 37V +C-e2y, where C' is an arbitrary constant. %



Example 3.26 Given the system of hyperbolas y*> — 2 = a, where a € R is an arbitrary constant.

We shall find the system of trajectories, which intersect this system of hyperbolas at the fixed angle
v €10, .

We eliminate the constant a by a differentiation,

dy ) dy o
2yE72x, ie. aff(:c,y)f ” for y #£ 0.

Then put ¢ := cot vy, and the differential equation of the trajectories is given by

dy _1+cf(zy) _ l+cs _ytex

dx c— f(z,y) c— 4 cy —x’

from which
0=(cy—z)dy — (y+ cx)de = cydy — cxdz — (zdy + ydz) = d{g (nyzQ) fzy},

which has been proved to be an exact differential form. If ¢ = 0, corresponding to the orthogonal
trajectories, we get the well-known system of hyperbolas,

T
xy =k, k € R an arbitrary constant, T=5

If instead v # g, then ¢ # 0, and we get by an integration and a rearrangement

2

2
y?—a® - Zay =k, k € R is an arbitrary constant,
c

which is another system of hyperbolas with the asymptotes

1+VI+ 2
y=—-—-—2

Cc

Y C#O)

where these asymptotes are also trajectories. ¢

Example 3.27 Find the system of curves, which is orthogonal to the system om hyperbolas,
2?2 —y? 4+ 2cay =1, c arbitrary constant.

We shall first find the differential equation for the system of hyperbolas, i.e. we shall eliminate the
constant c. From

B 171.2+y2
= y

follows by differentiation,

2c

1
0= —a:2y2 {(—237 + 29y )y — (1 — 2%+ y2) (y + xy')} ,
hence by a small calculation,
0 = 2y ay—20"y—y(1—2>+y°) —x(1-2+¢°)y

dy
dx

—y(2®+y*+1),

= x(2y271+z27y2) fy(29:2+17x2+y2)
dy

= z(2z?+y*-1) i
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or, as a differential form,
x(x2+y271) dyfy(x2+y2+1) dx = 0.

The differential equation of the orthogonal curves is then
x(w2+y2—1) dx+y(x2+y2+1) dy = 0.

This can be written (multiply by 2 and reduce)

0 = (@ +y"—1)d(@) + (=* +y+1) d(y°)
= v d(@) +22d(y’) + (2" - 1) d(2*) + (v° + 1) d(v)

= d<x2«y2+%(1‘21)2+%(y2+1)2>.
Multiply once more by 2 and integrate, (for technical reasons we use the constant C' + 2),
C+2=20% +2" 222 +1+y'+2° +1= (Jc2+y2)2—2($2—y2) + 2,
which is reduced to

(=* + y2)2 -2z —y*) =C, C arbitrary constant.

This is a system of Cassini curves. ¢

I studied
English for 16 ‘
years but...
...I finally
learned to
speak it in jus
Six lessons”

Jane, Chinese architect

OUT THERE

Click to hear me talking

before and after my

unique course download

79


http://s.bookboon.com/EOT




4 The linear differential equation of first order

4.1 Theoretical explanations

The linear differential equation of first order has the structure

s fey = 9(a),

where f(z) and g(x) are given functions. Its solution is the best commonly known of all equations.

Let F(z) := [ f(z)dx. Then ef'(®) is an integrating factor, because when the equation is multiplied
by this function, we get

F@ g(z) = F@ Y 4 piper@y - 4 {em) y} 7
hence by integration,

'@y = /eF(”) g(x)dz + C,
followed by a rearrangement,

y=e @ /eF(”) g(z)dz + C - e F@),

which is the well-known formula.

4.2 Examples

Since this is the most commonly used case we include quite a few simple examples in the following.
Example 4.1 Find the complete solution of the differential equation

ﬁ—km—t
dt -

Since f(t) = 1, the integrating factor is exp ([ f(t)dt) = €', so

de ,  ,dx et .
@ Tl g e g =gl

tel = ¢t

Integration gives
rel = /tetdt =(t—1)e' +¢,

so by a rearrangement,

r=t—14ce’’, for x € R, and ¢ an arbitrary constant.

It was mentioned in Chapter 2 that it is possible to set up the equation of the equipotential curves
for linear differential equations, but in general this equation is not easy to solve, unless the original



d.
Figure 4.1: Some solution curves of the equation 7; +x =t (solid lines) and their equipotential

curves (dashed).

equation is homogeneous. The present case is one of the few exceptions. In fact, when we write the
differential equation as a differential form, we get

dz + (z —t)dt = 0.
The equation of the equipotential curves is
dt + (t —x)dz =0,

which is precisely the same equation, only with ¢ and = interchanged. The equipotential curves are
therefore given by

t=x—1+Ce™ ", for t € R, and C an arbitrary constant. O

Example 4.2 Find the complete solution of the differential equation

dx
E—2ta@=2t7 fort e R.

Here, f(t) = —2t, so the integrating factor is

exp</f(t) dt) = exp(/2tdt> = exp(—t?).

From this we get

exp(—tQ) % — 2t exp(—t2) T = (%; (:U exp(—tQ)) =2t €_t27

and then by integration,
zet = /Zt eV dtte=—et + c,
so the compete solution is given by

r=—-14c- etQ, for t € R, and c an arbitrary constant.



dx
Figure 4.2: Some solution curves of the equation o 2tz = 2t (solid curves), and some equipotential
curves (dashed).

It is immediately seen that z = —1 is a solution.

The differential equation is linear and homogeneous in the translated variable y = x + 1. Therefore,
it is not hard to find the equipotential curves in this case. In fact, the original equation has the
corresponding differential form dx — 2r(xz + 1) dt, so the differential equation of the equipotential
curves, written as a differential form, is

2t(x 4+ 1)dx + dt =0,

where we get by separating the variables and integrating, (z + 1)? = In [t| + ¢, or, by solving with
respect to ¢,

t=Cexp(—(z+1)?), where C'is an arbitrary constant. O

Example 4.3 Find the complete solution of the differential equation

dr 9 3
— 4+ tr =1t 1, teR.
dt+ T +

From f(t) = t? follows that the integrating factor is

exp(/ f(t) dt) = exp(/t2 dt) = exp@t?’),

so when we multiply the original equation with this expression, we get

15\ dz 14 _d 1 4 3 1 4
exp<3t>dt+t exp(gt m_dt T exp 3t —(t —i—l)exp 3t ,
from which by integration
1 1
T exp(3 t3> = / (t3 + 1) exp<3 t3> dt + ¢, c arbitrary constant.

This integral does not look nice. The usual procedure is to perform a series of partial integrations,
but we may also inspect the original equation. All coefficients are polynomials, so a good idea is to
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d
Figure 4.3: Some solution curves of the equation 732 +t2x=t3+1.

guess a partial solution xy as a polynomial as well, because then we shall stay within the realm of
polynomials. The right hand side is of degree 3, and due to the term #?x our guess should be at most
a polynomial zg = at + b of degree 1 in t. We then immediately see that z¢y =t is a partial solution.
Finally, using the linearity of the equation, we conclude that the complete solution is given by

1
r=t+c-exp (—3 t3> , for t € R and ¢ an arbitrary constant. O
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Example 4.4 Find the complete solution of the differential equation

d.

ot =23 — 2% 41, t e R.

dt
All coefficients are polynomials, so a good strategy is first to try to guess a polynomial. The right
hand side is a polynomial of third degree, so the term —2tx on the left hand side forces us to guess a
polynomial of second degree, i.e.

d
zo = at® + bt + k, where % = 2at + b.

dx
Figure 4.4: Some solution curves of the equation T 2tx =263 — 212 + 1.

By insertion,

d ,
% = 2at +b— 2at® — 2bt2 — 2kt = —2at® — 2bt> + 2(a — k)t + b,

which is equal to 2t3 — 2t% 4 1, if
—2a=2, -2=-2, 2a-k)=0, b=1,

and we see that a = —1, b =1 and k = —1 solve the problem, so
zo(t) = —t> +t—1

is a particular solution.

Since f(t) = —2t, the integrating factor is exp([(—2t)dt) = exp(ftQ), so the inverse is a solution of
the corresponding homogeneous equation. The complete solution is then

r=—t’4+t—1+c- exp(tQ) , for t € R, and ¢ an arbitrary constant.{



Example 4.5 Find the complete solution of the differential equation

d
7f+3t2z:t2, fort € R.

1
Clearly, the constant function z = = is a particular solution. The homogeneous equation has the

solution c - exp(—t3)7 so the complete solution is

T = 3 +c- e*ta, for t € R, and c an arbitrary constant.

Here, we do not present a figure, because e~ for even small |t] is either very large, or very small.

1
ALTERNATIVELY, we introduce a new dependent variable, y = = — 3 Then

dy

d
dt+3t2y:—m+3t2m—t2:(),

dt
which is an homogeneous equation in y. Hence,
1 3
y:a:fg :c~exp(7t ),
and thus by a rearrangement,

t

1 E
T = 3 +c-e” ° for t € R and ¢ and arbitrary constant. O

dr  cost

—_— — T =sint.
dt sint

Figure 4.5: Some solution curves of the equation

Example 4.6 Find the complete solution of the differential equation

d.
7:§+x:cost, forteR.

We immediately see that e! is an integrating factor, so

d d
et Tf +etr = a{et} = cost,



hence by integrating and using that cost = R (e“),

, 1 )
/etcostdt—kc:%/et(lﬂ)dt—pc:%{met(l-ﬂ)}+c

el
L, it L, :
= 3¢ R{1+0)e"} +c= € {cost +sint} + ¢,
and the complete solution is

1
T = §(cost +sint) +c- e, for t € R, and c an arbitrary constant. ¢

d
Figure 4.6: Some solution curves of the equation 7?; + = cost.

Example 4.7 Try to find with the methods described in this section the complete solution of the
differential equation

dx
E—Ft-x:tz fort e R.

Since f(t) =t, it follows that an integrating factor is

exp(/f(t) dt) = exp(/tdt) - exp@ t2> ,

and the differential equation is transformed into

d L _ 42 12
dt{exp<2t> x}—t exp<2t>.

When we integrate, we get

1 1
exp<2t2> -x=c+/t2-exp(2t2> dt,

where the integral can be expressed by means of the error function, which has not yet been introduced.
Anyway, we have formally that the complete solution is given by

1 1 1
x:exp<—2t2> /tQ-exp<2t2> dt+c-exp(—2t2>.
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dx
Figure 4.7: Some solution curves of the equation — +t-x = t>. We have used that the solution can

be expressed in terms of the error function, which has not yet been introduced here.

There are different methods to find the value of the particular solution, which here is given by an
integral. One of them is to assume that x has a convergent series expansion,

+oo
T = g anx"”,
n=0

and then insert this series expansion into the differential equation and find the a,, by means of some
difference equation. We shall not here go further into this theory. ¢
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Example 4.8 Find the complete solution of the differential equation

d 1
7f+gx:72t2. fort > 0.
1
Here, f(t) = n t > 0, so the integrating factor is exp([ f(¢) dt) = exp(Int) = ¢, and we get
dx d .
t— = — (tx) = —23.
AT

Hence, by integration,
2 4 1,
tr=—1"4+c=—=t"+
T c 5 c,

and the complete solution is given by

1 . c
T = —5 3+ e for t > 0, and ¢ an arbitrary constant. O

I

d. 1
Figure 4.8: Some solution curves of the equation 7?: + n x = —2t%.

Example 4.9 Find the complete solution of the differential equation

d
t%—2x=t5 fort eR.

dz
We first norm this equation, i.e. we divide by ¢ # 0, so the coefficient of I becomes 1,

d 2
?ffgz:t‘l, for ¢ # 0.

2
From f(t) = -3 follows that the integrating factor is

exp(/f(t) dt) exp</%dt) = exp(—2In(—t)) = tiQ for ¢ # 0.



dx
Figure 4.9: Some solution curves of the equation t T 2x = t5. Notice in particular that all solution

curves go through the point (0,0). This is a singular point, because the coefficient t of the highest

order term, e is 0 at this point, and when t = 0 the remaining part 2z + t> = 2x = 0 for x = 0.

Then

L 2, e A1y dry g
2 dt 37 2 dt o dt \¢2 odz\2)
hence by integration,

1
t%=§t3+c, for t # 0,

from which by continuous continuation to ¢t = 0,

1
T = 3 t° + ct2, for t € R and ¢ an arbitrary constant. O

Example 4.10 Find the complete solution of the differential equation

de 1
E—;le fort>0.

We divide by ¢ > 0 and get
1 1de 1 1 dx d /1 d(z
?ZEE_F?‘”:EE+E<E>””:E<§>'
Then integrate this equation,
%zlnt—kc, hence r=t-Int+c-t fort>0,

where ¢ is an arbitrary constant.

Note also that the equivalent equation dz = (1 + %) dt is homogeneous of degree 0, so it can be solved
by using methods from Chapter 7. ¢
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d. 1
Figure 4.10: Some solution curves of the equation 7‘: 7 r=1.

Example 4.11 Find the complete solution of the differential equation

dx 1 1
— 4+ 14+ - = - .
. ( t)a: e fort>0

An integrating factor is given by

exp (/f(t) dt> = exp</ <1 + %) dt) =exp(t+Int) =t-e, for t > 0,

SO

d. 1 1
Figure 4.11: Some solution curves of the equation 7? + (1 + Z) T=3.

By an integration,
t-et-x:et—i—c,

and the complete solution is given by
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Choosing ¢ = —1 we get the special solution
1 —t
T= (l—e )—>1f0rt—>0—|—,

so this solution is bounded. All other solutions, i.e. when ¢ # —1, are unbounded in the neighbourhood
of t=0. ¢
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Example 4.12 Find the complete solution of the differential equation

de 2
— —Zx=2t+5 t#0.
a1 *o 7

2
Here, f(t) = 7 t # 0, so an integrating factor is

exp (/ (@) dt> = exp(% dt) =exp(—2In |t|) = %2 for t # 0.

de 2
Figure 4.12: Some solution curves of the equation i xr = 2t + 5. Notice in particular that all

solution curves are continued continuously through the point (0,0). This is a singular point, because
it s a singular point for the corresponding nonnormed equation t dxr = (2x +2t2 5t) dt.

By a reformulation,

1 dz 2 d (x) 2
= -z

t2 di t3 dt t
Then by integration,

T

) 5
t2f21n|t|f¥+c:ln(t2)f—+c for ¢ # 0.

t

When this equation is multiplied by 2, we see that it can be continued continuously to t = 0, so we
finally get

r = 2t? ln(tQ) — 5t 4 ct?, for t € R and ¢ an arbitrary constant. O

Example 4.13 Find the complete solution of the differential equation

dx 1
E+<2t;)x2t2, fort > 0.

1
From f(t) = 2t — 7 t > 0, follows that

exp</ F(t) dt> = eXp(/ (2t - %) dt> = exp(t? — Int) = %e*,



d. 1
Figure 4.13: Some solution curves of the equation % + (2t — ;) x = 22

is an integrating factor, so

dfl 2 \ . o d/p
dt(te x)_%e _dt(e)'

By integration,

1
—et2 -x:et2+c,
t
SO
r=t+c- te_t27 for t > 0 and ¢ an arbitrary constant. O

Example 4.14 Find the complete solution of the differential equation

dr 2

E—l—mx:l—u forte]—1,1[.

Here, the integrating factor is

([ 108) = e g0 o {1+ 1)

1+¢ 1+1¢ 1+1¢
= exp(ln 1—:‘) = exp(ln(l—i—t>) = 1—: for |t| < 1,

1
d{1+t x}:j-(l—t)zl—i—t, fort €] —1,1[.

SO

dr |\ 1-¢t 11—t

Integration gives

1+t 1 9

ez =—(1+1¢

1 =+ +e
hence

for t €] —1,1], and ¢ an arbitrary constant. O

)
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2

d
Figure 4.14: Some solution curves of the equation 7? + —pt®= 1 —t.(Not to scale.)

Example 4.15 Find the complete solution of the differential equation

dz 2t

I | teR.
atirprTh Jrte

By inspection, 1 + ¢? is an integrating factor,
dx d
1+ =1+t?) —=+42t-2=— {1+

hence by integration,

(1+t2)x=t+%t3+c.

d 2t
Figure 4.15: Some solution curves of the equation o + 1.

a1+t

The complete solution is

t I 1t 43 ¢

— - = . for t € R,
1+ 3142 1y 3 2+l Tes1

T

where c is an arbitrary constant. O.
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Example 4.16 Find the complete solution of the differential equation

dx 2t 1
_ teR.
sk R v e R G

As in the previous example, 1 + ¢? is an integrating factor, and

1+ 1 1 V2

d 2y 1 _ _ .
E{(1+t)z}72t2+172+2\/§ A

d 2t 1
Figure 4.16: Some solution curves of the equation 71: + T e v 1

Hence, by integration,

1 1
1+#*)z==t+—— arctan(v/21¢ +c,

and the complete solution is given by

1 ¢ 1 t 2t
== + arctan(v/2) ¢ , for t € R,
21462 22 1+¢2 1+¢2

where c is an arbitrary constant. ¢

X
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Example 4.17 Find the complete solution of the differential equation

dy 2x

dz 1iz2y=—2m.

We must of course assume that z # +1. The equation is linear in y, so it can either be solved in the
standard way, or we see “by a divine inspiration” that 1/ (1 — 1’2) is an integrating factor for z # +1.
In fact, reading the equation from the right to the left,

122 -1 1-22 dz (1—x2)

2z 2x 1 dy 2z _i y
2 y - d’I 9

1—22

so by integration,

vy o 2x _ 9
17x2—/x271dx+0—ln ’a: —1’—}—0,

and the complete solution is
Y= (1—,732)111 |1—a:2‘ +C- (1—132),

where C' is an arbitrary constant. ¢

d, 2z
Figure 4.17: Some solution curves of the equation Ey + 2% —2z. .
—x

Example 4.18 Find the complete solution of the equation

d;
3xy? Y 23 + 3a5.
dx

This equation looks bad, but a closer look reveals that it is actually linear in v = 42, because

dy d(y?) dv
2 2J — N\ 7 - R
sy " dx Tz

and the equation is equivalent to the following linear equation in v,

d
a:d—Z—2v:3a:5.
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0.5

-0.5

d
Figure 4.18: Some solution curves of the equation 3xy? Y 293 + 3x°. The equation itself is not

linear, though it is solved by means of the theory of linear equations. This may explain why the solution
curves look rather strange.

We either solve this equation by the standard method, or we notice that 1/2? is an integrating factor,
in which case we get

v

)

1 dv 2 d
302 = — — _ = :7(
. 22 do m3v dx

Hence by integration,

v
— =23+ C, ie. y® = 1% + Ca?,
x

and the complete solution is
1
y = {2 +Cz?}%.

where C' is an arbitrary constant. ¢

Example 4.19 Find the complete solution of the differential equation

@_ 1
de 2z +vy’

20 +y #0.
When 2z + y # 0, this is equivalent to
dz
=~ _9
dy z+y,

which is linear in x, where y is the independent variable. We get by the usual solution formula,

1 1
r=c-e® 42 /y cemWdy = —5Y T +c-e%, c arbitrary constant. O
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Example 4.20 Find the complete solution of the differential equation

dv 1+ tan?t

T
o —1, te ]0,—[.
dt+ tant . for 2
From
1+ tan?t 1
f)dt= + tan dt = dtant = dIntant, fort € }O,E[,
tant tant 2

follows that an integrating factor is
exp (/ f@) dt> = exp(lntant) = tant,
so the differential equation is transformed into

d d
tant = tant - Tb: + (1+tan’t) -z = a{xwant}.

dr 1+tan?t
Figure 4.19: Some solution curves of the equation — + S tantt x =1 in the interval ]0, T [
dt tant 2
Integration gives
sint
z'tant:c+/ dt = c—Incost.
cost
The complete solution is given by
m
xr=c-cott—cott-Incost for t € }O, 5 [, and can arbitrary constant. O

Example 4.21 Find the complete solution of the differential equation

dr tant t f te} Wﬂ[
— —tant-x = or ——=, =
dt ’ 272

By inspection, cost > 0 is an integrating factor, and

29T dcost -z} =1 cost
COST* ——— —SINT T = —1COST -y =1-COST.
at at
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v
N

d
Figure 4.20: Some solution curves of the equation ; —tant -z =t.

7z

We get by integration,
cost-x = c—l—/tcostdt =c+tsint — /sintdt = c+tsint + cost.
The complete solution is

ac:l—i-t'tamt—i—L for t € ]—E,E[, and c arbitrary.
cost 2°2

As seen on Figure 4.20 there is only one bounded solution. It is given by the constant ¢ = —g. O
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Example 4.22 Find the complete solution of the differential equation

dxr  cost
— = =sint t €]0,m|.
7 sl = st fort €]0,x]
When this equation is divided by sint > 0 for ¢ €0, 7[, we get
1 1 dx  cost 1 d:chd 1 d(z)
= r = — — | — r=——
sint dt sin®t sint dt = dt \sint dt \sint/’
so an integration gives
x
— =t+e, for ¢t €10, 7|,
sint
and the complete solution is
T =t-sint+c-sint for t €]0, x|, and ¢ an arbitrary constant. O

Example 4.23 Find the complete solution of the differential equation

dx T m
E+(1+tant)zfcost forte}f?g[.

dx
Figure 4.21: Some solution curves of the equation n + (1 + tant)x = cost.

Here, f(t) =1+ tant, so an integrating factor is

B sint iy e
exp (/f(t)dt) —exp(/{l+ cost} dt) =e'-exp(—In|cost|) = p—y

SO

d [ e e .
— 4§ —— T p,=——-cost=c¢e".
dt | cost cost

Integration of this equation gives

et .
—r =€ +c,
cost

so the complete solution is

T
x =cost+c-e tcost, fort € }—5, 5 [, and c an arbitrary constant.



Example 4.24 Find the complete solution of the differential equation

de 1 1 t—1

= == t>1.
ik e Vi SR L

1
From f(t) = 3 t > 1, follows that

exp(/ f)de) = exp</%) =exp(—Int) = %, for t > 1,

is an integrating factor. Then,

1 dx 1 _d(x)_l 1 t—1
tat 2T a\d) T iriVie

7S

dx 1 t—1
Fi 4.22: S luti th tion — — —x = ——4/ ——.
igure ome solution curves of the equation i Vi

Using the strategy always to give a nasty expression another name we apply in the resulting integral
below the monotonous substitution

t—1 . 5 t—1
u=4/—, ie. u®=——¢€]0,1] fort > 1,
t+1 t+1
hence
14 u? 2 4
S T T
1—u? 1—u? (1 —u2)

and we get for t > 1 (and u €]0, 1),

+/1 1 /t—ldt +/1—u2 1—u? du —1

C — e — =c . S - U u=

t t+1Vet+1 14 u2 92 (1_u2)2 s —t+1
2u? 2 ]

c+ —1+u2du:c—|— 2—m du = ¢+ 2u — 2 arctanu, u=1\lr

+2 =L et \/t_l t>1
= C — — zarctan —
t+1 t+1])° ’

T
t



and the complete solution is given by

ft—1 t—1
r=ct+2t P 2t arctan( t+—1> , t > 1 and c an arbitrary constant. ¢

Example 4.25 Consider an electrical circuit of resistance R and inductance L, but without a capacity
C. The impressed voltage is assumed to be the following function in time,

E(t) = Ey sinwt, Ey, w > 0 positive constants.

The current I(¢) then satisfies the following linear differential equation

dr
E=1-R+L—
+ dt’

which after a small rearrangement is written in the usual form of a linear differential equation of first
order,

dIl R Ey
a — I A sin wt.

At time t = 0 the current is Iy, and it follows from the solution formula that

E t
I(t) = eXp(—%t) . {IO + TO/ exp(% t) sinwtdt}.
0

The integral can be evaluated in various ways. For instance two partial integrations will lead to the
result. Here we shall instead use complex functions. Using that sinwt = Sexp(iwt), where & denotes
the imaginary part, we get

¢ t t
/exp Et sinwtdt:%/ exp E1f exp(iwt)dt:%/ exp E—i—iw t ] dt
0 L 0 L 0 L
¢ R+iLw 1 R+iLw \1'
— Cx iC"
—o [l FEE) s [ e (R

L R ‘ - '
= i e P —t ) S{(R—iLw)(coswt + isinwt)}

L 0
L R
{exp(f t) {Rsinwt — Lw coswt} + Lw}

SO
R LEyw R . Lw
1 = eXP(‘f’f) | {10 * m} o {m Ry e Coswt} |

Clearly, there exists v € [0, 27], such that

R Lw
CoOSY = ———— and siny = ———.
v /R2 + L202 v VRZ + L2202

Using this « the solution can also be written

R LEyw Ey
I(t) = exp _ft . IO+R2+L2(U2 + NI

sin(wt — 7).



The first term is dying out in time, while the second term is a sinus oscillation with a phase shift and
a change of the amplitude, so
Ey

I(t) = NI sin(wt — ) for large t. ¢
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5 Bernoulli’s equation

5.1 Theoretical considerations

This equation, first studied by Jacob Bernoulli (165/-1705), in 1695, has the form

(5.1) % = f(z)y + g(x)y®, where a # 0 and « # 1.

Note that if a = 1, then the equation is linear and homogeneous, and if o = 0, then the equation is
linear and inhomogeneous. This is the reason for excluding these trivial values of a.

The idea is to perform a transformation, which carries the Bernoulli equation into a linear differential
equation of first order in a new variable. We shall see below, how this is done.

If @ > 0, then y = 0 is trivially a solution. If o < 0, then y(x) = 0 is excluded from the domain.
Assume that y # 0. The trick is to divide (5.1) by y* and reduce, i.e.

ody

= f(@)y' ™ + g(a).

(5:2) y

Put z = y'=® and multiply by 1 — a. Then (5.2) is transformed into

dz

- = (1= 0)f @)z + (1 - a)g(a),

which is a linear and inhomogeneous equation in z, so if we put F(z) = [ f(z)dx, the solution is
(53) y = ylfa — (1 _ a)e(lfa)F(:v) /g(x)ef(lfa)F(x) de+C - 6(1,(1)}7(&0)’

where C is an arbitrary constant. Finally, y is found from (5.3) by extracting the 1 — a “root”. In
most cases this puts some restrictions on the possible values of the constant C' and of the interval of
definition.

We mention that the equipotential curves of course exist, but if we want to find explicitly the complete
solution of the equipotential curves, then we must require that either f(x) = g(x), or f(x) and g(z)
are both constants. In fact, written as a differential form the original equation is

dy — {f(z)y + g(z)y*} dz = 0,

from which the differential equation of the equipotential curves becomes

{f(z)y + g(x)y*} dy + dz = 0.

If f(x) and g(x) are both constants, then the variables are already separated, so the equation can be
integrated right away.

If instead g(z) = f(x) # 0, then the equation is written

f@){y+y*} dy+ da =0,
so when we divide by f(z) the variables are separated,
1

@) dzx = 0.

{y+y*} dy +



5.2 Examples

Example 5.1 Find the complete solution of the Bernoulli differential equation
dy 2
dr Yy,

Formally this is a Bernoulli equation, but at the same time the variables can be separated. Clearly,
y = 0 is a solution. Assume that 3 # 0. Then we divide by 2 to get

. L
S y2de dx\y /)’ dx -

Y
By integration,

Y

1
—x+C, ie. V=2 for x # C,
—x

supplied with the rectilinear solution y = 0.

d
Figure 5.1: Some solution curves of the differential equation - y? (solid), and some of its equipo-
tential curves (dashed).

In this case it is easy to find the equipotential curves. First we write the equation above in its
differential form, dy — y?dz = 0, so the equation of the equipotential curves is

y?dy + dz =0, or d(y3) +3dx =0.
We get by integration, y®> = k — 3z, so the system of equipotential curves is given by

. k
y = Vk— 3z, foras;«ég,

where k is an arbitrary constant. ¢



Example 5.2 Find the complete solution of the Bernoulli equation

d
(17x2)7y793y:a:y2 forxze]—1,1].
x

Clearly, y = 0 is a solution. If y # 0, we divide by — (1 — acQ) y? # 0 to get

1 dy z 1 z

2de  1—22y  1—2a2

i.e.

L O
dz \ y 1—22y  1—2a2

5 = exp(/l_zxg da:) {c/ﬁ exp<1_xm2 dx> da:}
- exp(%ln(1z2)> : {0/1—22 exp<%ln(1x2)) dx}
= m~{0/(1_#)%dx}0\/1z2\/1z2-\/1%_302
= 1+ 0V1-a2,

so the complete solution is y = 0 supplied with the family of curves

1 1
S forze]—1,1] and |z 1-—=,
I |- L1 and o] # /1 o

where C' is an arbitrary constant.

d
Figure 5.2: Some solution curves of the differential equation (1 — x2) 7y —xy = x2y°.
x

ALTERNATIVELY it follows from the differential form of the equation,

(1—302) dy—x(y+y2) dx =0,



that we can directly separate the variables,

d d 1 1 1 d(1—2? 1
0=—+ T8 _(2__-_ dy+—(7x)=d1n v :
y+y2 1-—22 y 14y 2 1-—2x2 1+y| 1— 22

from which by an integration followed by the exponential and a discussion of the sign of the constant,

y 1 - C
14y V1—22 ’

where C is an arbitrary constant. It is left to the reader to find y as a function in z.

It is possible in this case to find an implicit given expression of the equipotential curves. First we
write the original equation in its differential form,

(1—362) dy—x(y+y2) dz = 0.

This gives us the equation of the equipotential curves,
:c(y+y2) dy + (17z2) dx =0,

from which
d(%yQ—i— %yd) + (i —a:) dz = 0.

Then by integration,

1 1 1
§y2+§y3+ln |x|f§x2:k,

where k is an arbitrary constant. Clearly, this expression is fairly complicated, so if we want to sketch
the equipotential curves, we must use some implicit plot program. We shall, not do it here. ¢



Example 5.3 Find the complete solution of the Bernoulli differential equation

d
—y7§y:§y§, for z #0.
X

dr =z
Clearly, y = 0 is a solution. It is also the set of all singular points. In fact, since a = % < 1, the
equation does not fulfil a Lipschitz condition for y = 0, so to write down all solutions will be quite a
job. First we take any solution curve for y < 0. When it touches the line y = 0, we may continue for
a while along some segment of y = 0, before we continue continuously along a curve for y > 0.

We then assume that = # 0 and y # 0. We divide by y§ (the standard method for solution or the
Bernoulli equation) to get

which can be written as a linear inhomogeneous equation in u = ¥,

dyg 1 1
dr V=g

T

8

or

d, 3 3
Figure 5.3: Some solution curves of the differential equation d—y - —y = —yg,for x # 0. Since
r x

o= % < 1 the equation does not fulfil a Lipschitz condition for y = 0. This means that the solutions
can be put together with any one solution to the left, until it touches the line y = 0, then we insert a
segment of the line y = 0 before we continue along another solution curve. It is a hard task to write
down all possibilities.

By a rearrangement and a division by =,

oo Ldwrn 1 d(u+1) d(\‘~*/§+1>’

dz 2

T

:dx

hence, by integration,

3y + 1
L:C’, or Jy=-1+Cu,
x



so the complete solution is y = 0 supplied with the family
y=(Cz—1)3 for x # 0 and y # 0,
where C' is an arbitrary constant.

We note that we for C' = 0 get another rectilinear solution, y = —1.
ALTERNATIVELY, the equation can be written in its differential form
a:dy—B(y—i—y%) dx =0,
where all points of the line y = 0 clearly are singular point, as well as y = 0 is a rectilinear solution.
It is not hard to see that (0, —1) is another singular point, which is also clear from the figure.
When we separate the variables, we get
1 dy dz
3y% \3/? +1 T

SO

)

o7+ 1
dln |y +1| — dln |x|=d‘\/gx+ ‘—O,

from which we get by integration, followed by the exponential, and finally building the sign into the
arbitrary constant,

3/ + 1
\/377 =C, ie. Yy=Cx —1, or y=(Czx— 1)3, C arbitrary constant,
T

supplied with y = 0.
It is here possible implicitly to solve the corresponding equation of the equipotential curves,
3 (y+y%) dy + zdx =0,

in which the variables are already separated. We get by integration with an arbitrary constant k,

SO

/ 18 .
x=24/k—3y%— 5 yg, whenever this expression is defined. %

Example 5.4 Find the complete solution of the Bernoulli differential equation

d;

%‘y—%:% forx #£0 and y # 0.
The standard procedure is to divide by i, which is the same as multiplying by 2y. When doing so
we get

d 1 d(y?
x X




d
Figure 5.4: Some solution curves of the differential equation %y - 21 = 21, forx #£0 and y # 0.
x 2y

This equation is linear in u = y2. When we divide by =, we get

_1d@?) 1o, 1d(?)  d 1y o, d [y’
1= % 2V 7w +@(;)'y —a<;>~

By integration,

8

2
Y .
— =z -2, ie. Yy =12 —2cx = (xz — ¢)? — ¢,
x

which is rearranged as the usual equation of hyperbolas,

(x—c)? —y? =2

For ¢ = 0 we get the two lines y = = and y = —z, where we formally have to exclude the point
(z,y) = (0,0), which does not belong to the domain. However, the origo plays the role as a singular
point, which is also seen from the figure.

ALTERNATIVELY, the equation is also homogeneous of degree 0, so we can use a different solution
method. If we put v = Q’ or y = v - x, the the equation is transformed into
x

dv 1 1
xa+v—§v—%, for x # 0 and v # 0,

We multiply by 2v to get

1:xd(v2)+v2=d(xm2)=d(yz>.

dx dx dx

We get by integration,

2
x—2c= y—, ie. (x—c)? —9? =2, where c is an arbitrary constant. O
x
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Example 5.5 Find the complete solution of the Bernoulli differential equation
3
rT——=y+=-x°/y forx >0 and y > 0.

Clearly, the boundary y = 0 may formally be considered as a solution. At the same time, the Lipschitz
condition is not fulfilled for y = 0, so segments of the line y = 0 can be added to the solution curves
in the open first quadrant, giving a fairly complicated solution to describe. We shall not do it here,
and only solve the equation in the open first quadrant.

Let y > 0. We rearrange the equation and divide by 2,/y to get

3, 1 dy 1 —  dyy 1
1T T s eV T e gV

d; 3
Figure 5.5: Some solution curves of the differential equation x 7:[/ =y+ 3 :172\/37 forx >0 andy > 0.
x
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which is linear in u = ,/y. When we divide by x\/z, we get

3, 1dy 11 1 dyy df1 _d(y
VIS a2V T T w\vE) Y T wm W)

hence, by integration,

1
\/5—3/\/Edar+c—:c\/§+c,
xz 4 2

S0
L,
\/§:§x +cVz for x > 0 and y > 0,
i.e.
1 2 x>0 if ¢>0,
y = {2m2+cﬁ} for O
x> (—2¢)3 if ¢ <0.

Example 5.6 Find the complete solution of the Bernoulli differential equation

We must here assume that = # 0 and y # 0. Then multiply by 2y to get

dy 4 d(y?) 4
—4x2:2y—y——y2:M——y2,
dr =z dx T

. . . . o dy 2 222
Figure 5.6: Some solution curves of the differential equation — — —y = —.
x

which is a linear equation in v = y?. We either use the solution formula, or simply divide by z* to get

4 1 dy*) 4, d{yQ},

2 ¢ dx 0 dz | =4




from which by an integration,

2
y dr 4
s R
hence

y? = 42 + ca?, or y = £V423 + cxt = Lo/ 4z + cx?, c an arbitrary constant,

whenever 4z + cz? = z(4 + cx) > 0. O

Example 5.7 Find the complete solution of the Bernoulli differential equaton

dy 2 22+ 4

da:+x+1y77x2(x+1) vy

1
Clearly, y = 0 is a solution, and since ,/y occurs, where the exponent 3 < 1, the equation does not
fulfil a Lipschitz condition for y = 0, so there are lots of possible concatenations of solutions on the
T-axis.

We assume in the following that y > 0, and that x # 0, z # —1. (Note that if we multiply by z2(x+1),
then both x = 0 and = = —1 are solutions.) Divide by 2,/y to get

z+2 1 dy 1 dyy 1
22z +1) 2y dera:—i-l\/gi dx Jra:—i—l\/g’

which is a linear differential equation in the new variable v = /y. This equation is multiplied by
r+1,

—x;Q:@H)%H-\/@:%{(Hn\/@},

hence, by an integration

T+ 2 2
(ac—i—l)\/ﬂzc—/ . dz =z —1In |az:|—i—57

SO

¢ In |z| 2 ) 1 2
= - ded that -1 -
VY 71 a:+1+(x+1)x’ provided tha x+1{c n|:c|+m}>0,

in which case

1 : ||+2 2
= c —1n (r — .
Y z+ 12 T

More specifically, if x > —1, then the condition is

2
In|z| ——>c¢,
x
and if x < —1, then the condition is

2
Injz|——<ec O
x



Example 5.8 Find the complete solution of the Bernoulli differential equation

d 1
Ticosx+ysinx+§y2=0 for—g<x<g.

Clearly, y = 0 is a solution.

When y # 0, we divide by —y? and get after a rearrangement,

1 1 dy 1 . d /1 d 1 d [coszx
- = — cosx — — sinx = cosx - — ; —i——(cosx)-g:— ,

2 E dz y dz dzx

which is easy to integrate

cosT 1 1 r+c
= — —C =

y 272 2

d; 1
Figure 5.7: Some solution curves of the differential equation 7y cosx + y sinx + 3 y?2 =0.
x

Finally, we solve this equation with respect to y,

2cosx
x+c’

supplied with the rectilinear solution y = 0. ¢

where c is an arbitrary constant,

Example 5.9 Find the complete solution of the Bernoulli differential equation
dy 1 1 9

, O<zx<l1landx>1.
dz+:cy (lnx)Qy for x and x

Clearly, y = 0 is a solution. When y # 0, we divide by —? to get the following linear equation in
1

U= —,

This equation is then divided by z,

1 _tdy 1 1 d/ty d/iiy 1 d/f1
r(lnz)2  z dz\y 22y oz dr\y de\z/) v dx\=zy)’




g

d
Figure 5.8: Some solution curves of the differential equation Y + -y = ye.
A (Inx)2

which is readily integrated,

i—c—/ dz —c—/ dlnz _C+i_clnx—|—1
Ty r(lnz)? (Inxz)2 Inz  Inz ’

so the complete solution is given by

Inx

_ c arbitrary constant,
z(clnz +1) Y

y:

1
where z > 0, x # 1 (and x # exp <——>, for ¢ # 0), supplied with the line y = 0. ¢
c
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Example 5.10 Find the complete solution of the Bernoulli differential equation

d
dx

2
Clearly, y = 0 is a solution. Since the exponent — < 1, the equation does not satisfy a Lipschitz

condition for y = 0, so this line consists of singular points, and we have the possibility of concatenating
various solution curves joining on the z-axis. We shall not go through this discussion in all details.

L/

N/

d
Figure 5.9: Some solution curves of the differential equation x 4 +y= Qz%y

=

~

2
3 .

For y # 0 the equation is divided by 3y%,

W=
wl=

-3 dy
dz Y

1
= —
3y

W=

+ —-y3.

Wl

_. 4
N da:y

Wl

This equation, which is linear in y%, is then for x # 0 divided by :ZZ%, SO

Wl

hence by integration,

2
{‘/@:chg/x*%dz

2
3

=c+x3,
from which
2\ 3
Ty = (c + :c?) ,
or
c 3
y= {3—\/5 + Vx } , where c is an arbitrary constant,

supplied with the trivial solution y = 0. Note that y = x for ¢ = 0.

The equivalent differential form xdy + (y — Qx%y%) dzx = 0 is homogeneous of degree 1, so we may
also solve the equation by applying methods from Chapter 7. ¢



Example 5.11 Find the complete solution of the Bernoulli differential equation

ﬂ Y 11—z

dr  1—22 (1+x2)%y

We must of course assume that y # 0 and = # +1. When we multiply by 2y we get

R dy 1, d(y?) 2,
T 9, Y =
(1+ )2 Yz T2y dz "1z

which is a linear, inhomogeneous differential equation in the new unknown variable u = 2.

We first compute

2 1 1 z+1
/f(a:) v /1—302 v /{a:—i—l a:—l} r= x—l‘
L N r+1
When the equation is multiplied by o1 Ve get
T —
z+1 d(y?) 2 x4+l , z+1d(y?) 2 )
r—1 dzx 1-22 z2-17 “2-1 dz (x—1)2y
_d fz+1 5 T+l l—z 2
Code 2z -1 -1 T (1422 o+l

hence by integration, where ¢ is an arbitrary constant,

z+1

v =c—2In |z +1|.
T —

d; 1-—
Figure 5.10: Some solution curves of the differential equation 4 + Yy __ ac .
dr ~ 1—22 (14+x)%

We solve with respect to %2,

—1
y2:x+1{6721n|x+1|}, for x # 41 and Y? > 0,
T

i.e. for

(22 =1)c>2(2*—1)In |z +1|.



There are two possibilities,
DIf —1<ax<1, then2ln |z + 1] >c.

2) If |z| > 1, then 2In |z — 1| < c.

Whenever the expression is defined, the solution is given by

-1
y:t\/i+1{c21n|x+1|}. O

Example 5.12 Find for x # 1 the complete solution of the Bernoulli differential equation
dy 2
(I—2)— 42y =(z - 1)(dz - L)y,
dx
and check, if any of the solutions can be extended to x = 1.

Clearly, y = 0 is a rectilinear solution, which is also defined for x = 0. If the differential equation is
written as a differential form,

1-2)dy+y{2+ (1 —2)(4z - 1)y} dz =0,

it follows easily that (1,0) is the only singular point, and that both y = 0 and = 1 are (rectilinear)
solutions to this extended problem. Therefore, possible extensions can only take place through the
singular point (1, 0).

d,
Figure 5.11: Some solution curves of the differential equation (1 — a:)d—i +2y = (v — 1)(4x — 1)y%.

When 3 # 0 we divide by —y? and obtain

-1z —1) = (z 1) (-%)%-3:@-1)%@) _25,

1
which is a linear and inhomogeneous equation in the variable u = —. Since we have assumed that also
Y

x # 1, we can divide by (x — 1)2. Then

dr —1 3 1 d /1 2 1 d 1
r—1 zr—1 z-1dx\y (x—-1)2y dx\(z—-1)y
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Hence, by integration,
1
(z -1y

and we get by a rearrangement, solving with respect to vy,

=—4x—3In |z -1 +¢,

1
(x —1)(c—4x —3In |z —1])’

Y= where c is an arbitrary constant.

It follows from this expression that all solution curves of this structure are repelled from the singular
point (1,0), so only the trivial solution y = 0 can be extended. ¢

Example 5.13 Find the complete solution of the Bernoulli differential equation

2\/y cosh? z

dy .
coshx-%—stmhx—i— Tpp

=0 forx eR andy > 0.

Clearly, y = 0 is a solution. Then assume that y > 0. We divide by 2,/y to get

d/y 2 cosh? &
hz - — _ginhz - ity |
coshz - — = —sinhz VY + T

)

which is linear in u = /y. Divide the equation by cosh?z > 0

2 1 dyy sinhz _d<\/§>'

“14+e* coshzr dx Cosh%\@_ﬁ coshz
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d, 2./y cosh? &
Figure 5.12: Some solution curves of the differential equation cosh - %y —2ysinh x+ \/1:54-7 =0
ell)

Hence, by integration

2d 2¢7 d §
vy :207/ & —20—/H—2c21n< e+1)—2c+21n(1+6_w)7
61

coshx 1+e (1+e®) er

where we must require that 2¢ + 2In(1+e %) > 0,i.e. 1 + e * > e ¢ thuse @ >e ¢ —1. If ¢ > 0,
this is always true. If instead ¢ < 0, then < —In(e™¢ — 1). Then finally,

Vy=2cosha - {c+In(l+e ")},
so the complete solution is
all z € R, when ¢ >0

y=4cosh2:1c- {c—l—ln(l—i—eﬂc)}2 for O
z < —In(e=¢—1), when ¢ < 0.

121






6 Riccati’s equation

6.1 Complete solution, when a particular solution is known.

In connection with Bernoulli’s equation of Chapter 5 we briefly mention Riccati’s equation

61 Lt f@y = o)y +hie).

It was introduced by count Jacopo Riccati (1676-1754), in the special form

d
d_gyc = ay® + ba®,

though he could not add much to the solution of this equation.

We shall later return to this important equation. Unfortunately, its solution is not an easy matter, so
here we shall only consider (6.1) in the case, where we already know a solution z, in which case we
can take a shortcut. So we assume that we are given a function z = z(z), such that

62) L+ 1@z = g(@)2 +h(a).

We put y := u + z into (6.1) in order to get

o L f@) u f(@) 2 = g ut 2 +he).

When we subtract (6.2) from this equation, we get

du

E—i—f(ac)-u:g(x)-{(u+z)2—22}:g(x)-{u2+2,z-u},

which is reduced to the following Bernoulli equation in u,

4 5@~ 22(2) g} = o) -

where n = 2. So either v = 0, in which case y = uw + z = z is the given solution, or u # 0, in which
case a division by —u? gives

d (1 1
63 5 (5) + )o@~ @) 5 = ~glo)
1
Equation (6.3) is a linear inhomogeneous equation in —, which is solved in the well-known way. Put
U

(64) Flz)= / {2:(2) - () — f(2)} do.

When (6.3) is multiplied by e ®) we get

da

d (ef(®)
5

} =" g(a),
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hence by an integration,

F(z)

¢ — = —/eF(m)g(a:)dx—i-C,
50

1

- = C.e F@ _ = F@ /eF(z) g(z)dz = e F@ {C /eF(m) g(x) dw}
and hence,

oF(@)
u

T o J ef'@ g(z)da’
and the solution of the Riccati equation is y = z, or y = u + z, i.e.
2= 2(a),

vy= N ef'(@) C-z+el'® —» [l g(z)da
A =
C— [ef® g(x)dz C — [ef@ g(x)dx ’

C € R arbitrary,

whenever the function is defined. Note that we for C' — 400 obtain y = z.

The method above is a shortcut, when a solution z of (6.1) is known. We shall later give another
method of solution, but for the time being we shall try to guess a solution.

How will people travel in the future, and
how will goods be transported? What re-
sources will we use, and how many will
we need? The passenger and freight traf-
fic sector is developing rapidly, and we

provide the impetus for innovation and
movement. We develop components and
systems for internal combustion engines
that operate more cleanly and more ef-
ficiently than ever before. We are also
pushing forward technologies that are
bringing hybrid vehicles and alternative
drivesinto a new dimension — for private,
corporate, and public use. The challeng-
— : = es are great. We deliverthe solutions and

—

offer challenging jobs.

W’E AR/E SH ¢ www.schaeffler.com/careers
MOBILITY F
TO M O R ROW SCHAEFFLER

124


http://s.bookboon.com/SchaefflerEN

6.2 The structure of the solutions of the Riccati differential equation.

We shall prove the following theorem, which describes the structure of the general solution of the
Riccati differential equation. In special cases the theorem also contains the structure of the complete
solutions of the linear differential equation of first order, and the Bernoulli differential equation.

Theorem 6.1 Let a(z), b(x), c(x) and d(x) be C'-functions all defined in a given open interval I.
We assume that the determinant

a(ﬂ?) b(x) = —b(x)c(x
c(z) d(z) ““"”)d(a’) b(z)e(x) # 0.

Then the set of functions

a(x);lmbé;vj) for k e R,

y:c(x)+k~d )

supplied with y = %, if d(x) # 0, is the general solution of a Riccati differential equation
d
— = A@)y + B}y’ + O(),

where the coefficients A(x), B(x) and C(z) are uniquely determined for given a(zx), b(x), c(x) and
d(x).
If B(x) = 0, the equation is linear. If C(x) = 0, the equation is a Bernoulli differential equation.

Conversely, given a Riccati differential equation of the form

Y= Ay + Bl +C)

then there exist functions a(x), b(x), c¢(x) and d(z), such that the complete solution is given by

a(x) + k- b(x)

y:m for k e R,

supplied with y = %, if d(x) # 0, is the general solution of a Riccati differential equation

% = A(z)y + B(z)y* + C(x).

PROOF. Given the set of functions

_a(x) +k-b(x)

=7 @ fi R.
YE ) 1k dw) ke

We shall find the differential equation, which has these functions as solutions, i.e. we shall eliminate
the constant k € R.

When we solve with respect to the constant k, we get

ke R.



Then differentiate with respect to x, which gives 0 on the left hand side. When we also multiply by

d
{b(x) — d(z) - y}?, we get with the shorthand o’ = d—z, etc.

0 = {b(x) —d@)y}{c(@)y’ + (x)y — a'(x)} + {c(@)y — a(x)} - {d(x)y" - V'(x)}
{b(@)e(z) — a(x)d(x)}y’ + {¢'(2)b(x) — (@) (2)}y + {c(2)d () — ¢ (z)d(2) }y*
Hd' (2)d(x) — a(z)d'(2)}y + {a(@)V(z) — o' (2)b(2)},

so if we put
D(z) := a(x)d(z) — b(z)c(x), [# 0 by assumption],
P(z) = {c(2)b(z) — c(x)b'(2)} — {a(z)d () — ' (z)d(x)},
Q(z) = c(z)d'(z) — d(x)d(z),  R(z):= a(z)b(z) —a'(z)b(z),
then the given set of functions all satisfy the Riccati differential equation

dy  P(z) Q(z) R(z)
Pl Tes KA oS AR Tos R

where
Alx) = P(x)  {d(@)b(x) = c(@)b' ()} — {a(z)d (x) — a’(x)d(x)}
D(x) a(z)d(z) — b(z)c(x) ’
B(x) Qr) _ c(x)d'(x) — d(x)d(x) Clr) = R(z) _ a(@)V/(z) — o (z)b()

" D(@)  a(@)d(@) - b(z)e(z) D(z)  a(z)d(z) — b(a)c(w)

If B(xz) =0, then the equation is linear, and if C(z) = 0, then the equation is a Bernoulli differential
equation. If the equation is Riccati, but neither linear nor Bernoulli, then we also obtain a solution,

b
when we let k — 400, namely y = ﬂ
d(x)
Then let
dy _

. A(z)y + B(fr)y2 + C(x), A, B, CeC’,

be given. If B(z) = 0, the equation is linear, so its complete solution has the structure,

a(z) + k- b(x)

y=ala) + k- bla) = T

and if C'(z) = 0, then the equation is a Bernoulli equation, which is transformed into a linear differential

equation in i, so its general solution is

B 1  14k-0
Y= a@ +k-b@)  a(@) + k- bz)’

i.e. of the right structure.

Let us then assume that B(z) and C(x) # 0. According to the existence theorem there exists a
solution yo = yo(x), so

Ayo

D Ao + Bla)d +Ca),



The trick is to put y = yo + u, where u is the new unknown variable. We get by insertion

dy _ du dy_ du ,
dez ~  dz + dz ~ dx +A(@)yo + Bla)y + C(x)
A(x) {yo +u} + B(x) - {yo + u}2 + C(x)

= Al@) yo+ B@) - y5 + Clo) + {Alw) + 2B(x)yo(2)} u + Bla)u?,

from which by a reduction,

d
5 = {A@) + 2B(@)yo(@)} u + Bla)u?.
By assumption, B(z) # 0. The solution u = 0 just gives y = yo, so assume that u # 0 in the following,

and then divide by —u? and put v = = to get the linear equation
u

% = —{A(z) + 2B(@)yo(2)} v — B(x).

The structure of the solution is well-known, v = vg + k - ¢, so

1 ~ yovo + 14k - yop
vo+ k- v+ k-

b

1
y:yo—ku:yo—k;:yo—k

and the solution has the wanted structure. I

6.3 Examples where it is easy to guess a particular solution.

It is possible to give a qualified guess of a particular solution of Riccati’s differential equation in the
following cases:

1) The Riccati equation (monomials)

d
d—y—i—a-x"yz:b'x*"*z, for z > 0,
x

where for convenience (n + 1)2 + 4ab > 0, unless we allow complex constants in the result. The
natural guess is yo = c¢- "L

2) The Riccati equation (exponentials)

dy _
a_’_aemcy2:be nar:7

where we must require that n? + 4ac > 0, if we restrict ourselves to real solutions. The natural
guess is yg = c- e ",

3) The Riccati equations (trigonometric or hyperbolic functions)
a) Cosine in the denominator,

sinx

C
(s 10 =5,
COsS X

d
—y+asinx~y2:

dx cos?z’



b) Sine in the denominator,

dy 9 cos T
— tacosz -y =b —5—, (guessyoz
dx sin® x
c¢) Hyperbolic cosine in the denominator,
dy . 9 sinh
—~ + a sinh(x =b —— ( ess yg =
dx @)y cosh? x SHESS Yo
d) Hyperbolic sine in the denominator,
dy 9 coshz
—~ + a cosh(x =b ——— ( ess yg =
dz (z)y sinhZ guess Yo

Example 6.1 Solve the Riccati equation

d
rt=y—(y-2)%  for(zy) eRi xR

- )
sinxz/’

)
coshz/’

)
sinhz/ "

It is immediately seen that y = z is a particular solution. Also, the other rectilinear solution y = x+1

is not hard to find either.
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d
Figure 6.1: Some solution curves for the Riccati equation x %y =y—(y—x)?, for (v,y) € Ry x R.

o

Then we put y = u + 2z = u + x and get by insertion for the left hand side,

x% —xi(u—f—x) —x%—l—x
de 7 dx T dr ’
and for the right hand side,

y— (-2 =utr—(utz—2)?=u—u’+ux
These two expressions are equal, if

du 9
T— =u—u,
dz

where we can separate the variables,

dx du {1 1

}du7 x> 0.

x u — u? u  u-—1

U
1 ~+c for some constant

Since x > 0, it follows by an integration for u # 0 and u # 1, that Inz = In ’

c. Taking the exponential and noticing that we can get rid of the absolute value sign by choosing the

U —-C u-1 1
new constant —C' € R, instead of e € Ry, we get x = —C - T ie. — = =1——,orbya
u— x u u
1 ¢ z+C T . .
rearrangement, — = 1 + — = —— so finally, u = ——. Summing up, the solution is
U x x x+C
z?
Yy = T
T+ C € R arbitrary,

z+C’

Note, that u = 0 corresponds to the solution y = =z, and the excepted value © = 1 corresponds to
y = x + 1, which by a simple check is seen to be a solution as well. {



Example 6.2 Find the complete solution of the Riccati differential equation

dy_ 2z 2
dx_y+e Yy,

by first guessing a more or less obvious particular solution.
It should not be a surprise that y = e is a particular solution.

Then we put y = u + €” and get by insertion,

du
d7_|_ex:u+6x+62x_u2_2€$u_62x7
x

which is reduced to

d
d—Z + (2" — 1)u = —u’

Here, u = 0 is of course trivially a solution, because it corresponds to the particular solution
y =u + e® = e of the Riccati equation. So we assume that u # 0 in the following. When we divide
by —u? # 0, we get

1= (2¢* — 1) —

Cw? dr u dx

1 du 1 d(l)_(%x_l)l

U U

Here
/(QBI —1) dx = 2¢" — x,

SO

c-exp(2e” — x) + exp(2e” — x) / 1-exp(—2e® + z) dz

SR

= c-e 7-exp(2e”) + e " exp(2e”) /em exp(—2¢e”) dz

1
e " exp(2e”) - {c +/ e 2 du} =e 7 exp(2e”) - {c ~3 exp(—2ez)}
u=e*
— 1 _ 1 _
= c-e " exp(2e”) — 3¢ v = —ge {1 —2c-exp(2e®)},

from which
_ —2e” _ 2e”
©1—2c-exp(2e*)  2cexp(2er) — 1’

u

and the complete solution is y = e”, supplied with

x

2¢ exp(2e®) + 1
y=ce 4+ - =" _—Y
2¢ exp(2e®) — 1 2¢ exp(2e*) — 1

where c¢ is an arbitrary constant. We note that we get formally y = e” in the limit, if we for fixed =
let ¢ = +o0.



d,
Figure 6.2: Some solution curves for the Riccati equation Y _ Y+ e2® — g2,

dr

Example 6.3 Find the complete solution of the Riccati equation
d; 1 1
T
dx x x
We start by guessing the particular solution y = 1, and then put y = u + 1. By insertion,

du 1 1 w? 2u 1 1
—Futl==(u+1) +l--=—+"+-+1-—,
dz T T T T T T

so we get the derived Bernoulli equation

or put in another way,

Ay o2yl 1
dx \ u x)u 2

which is linear in v = —, i.e.
U

1 1 1 1
- = —€ c—/f-xQe_””da: =—,e" c—/a:e_zda:
u x? T x2

1 _ ce® +x+1
= Pe””{c—&-(x—kl)e w}zixz ,
so the complete solution is
2 T 2
T ce®+zx+x+1 .
y=u+l=—"-"-H—/++1=—""—""" c arbitrary constant,
ce® +x+1 ce” +x+1

supplied with the line y = 0. ¢
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Figure 6.3: Some solution curves for the Riccati equation i +y=—y>+1-=.
x x x

d

Example 6.4 Prove that the Riccati differential equation
x%—i—(w—l)y:yz—%cg

has a polynomial of degree 1 as a particular solution. Then find the complete solution.

Let us first find the singular points. We write the equation in its differential form,
xdy + {(;v 1y —y* + 2952} dax,

so the singular points satisfy the two equations
x=0 and (x— 1)y —y*+22% =0,

from which x = 0 and —y — y? = —y(y + 1) = 0. We have the two singular points (0,0) and (0, —1).



Then assume that y = ax+b is a solution, where a and b are unknown constants. We get by insertion,
va+(r—1(ax+b) =az’+(a—a+bx—b=ax®+bx —b,

and
y? — 227 = (az + b)* — 22% = (a* — 2) 2% + 2abx + b°.

These two expressions are equal, if and only if

a® —2=a, and 2ab =10 and b2 = —b.

It follows from the first equation that

1 1 1,3
a*—a—-2=0, ie. a=g+ 2+Z§i§{_§.

Then the remaining two equations are only fulfilled for b = 0, so we have found the particular solutions
are either
y =2z or Yy=—2z.

We choose in the following analysis y = 2z, when we reduce to a Bernoulli differential equation, i.e.
we put y = v + 2z, where v is the new unknown. By insertion,

d d
0 = md—z+(:cl)yy2+2392z{d—z+2}+(x1)(v+2x)(v+2x)2+2:c2

d d
= zd—v+2:c+:cv7v+21272x7v274z074x274x2+2x2:zd—vf(3:v+1)v71)2,
x x

which is a Bernoulli differential equation. The solution v = 0 corresponds to the particular solution
y = 2z found previously.

Assume in the following that v # 0. We divide by —v? to get

1 dw 1 d /1 1
- e Dogl=aS(2 =41
0 Tz da:+(3$Jr )UJF :Cdaz:<v>+(3:cJr )v+’

1
which is linear in the new unknown variable u := —. Assuming = # 0, this can be written in the form
v

d /1 1\ 1 1
dx \v xz/) v T

so by the usual solution formula,

b fEen) )i frea([(e5) ) )
ERCARE R g

By inversion we get
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Figure 6.4: Some solution curves for the Riccati equation x d—y + (x — 1)y = y* — 222, Only the curve
x

corresponding to ¢ = 1 passes through the singular point (0, —1).

Then finally,

3 . . 3x 2
Cgfi; + 2z = - _x€3x {36396 +2¢ — 26396} = w

y=v+2x =

)

Ce3x

provided that e3* # ¢, supplied with y = 2x. Note that y = —x is obtained for ¢ = 0. ¢

Example 6.5 Given the Riccali equation

d, 2 1
Ey+5y:5y2+4x for z > 0.

Find k € R, such that y = kx? is a solution, and use it to find the complete solution.

We first consider the extended corresponding differential form version of the equabion,
2?dy + (22%y — y* — 42*) du, defined for z € R.

The only singular point is (0,0), and also = 0 is a solution curve of this extended problem. When
restricted to the halfplane x > 0, the solution curves are the same in both cases.

Then we use the hint. After a rearrangement of the equation we get by insertion of y = ka2,
0=2kx +2kz — k’z —dv = — (k> — 4k +4) 2 = —(k — 2)%x,

which is fulfilled for all z > 0, if and only if k¥ = 2, and we have proved that y = 222 is a particular
solution.
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Figure 6.5: Some solution curves for the Riccati equation Y +-y == y? + 4x. We have here
x

allowed © € R and not just restricted the variable to the halvplane x > 0.

Then put y = u + 222. Assuming that u # 0 we get by insertion,

d 2 1 d 1
0 = —y+—y——y2—4x:—u—|—4x—|—4x——(u2+4ux2+4x4)—4x
x3 dz x3

Codu W dw Lduw 41 11 ofd/1) 41 1
T odx a2 x_u w2 dz  zu xz_u dz \u T u a2

uw? [, d (1 1 u? [ d (a4
- _ | = 43_ 2 __ ) == 2 )
x4{x dx(u>+xu+x} x4{dx(u>+x}

Since u # 0 and x # 0 by assumption, we have reduced the equation to

d [a* 9
£(2)-

hence by integration,

4 1 34
‘1:_:—((;—333)7 ie. UZLB fOTx#\?’/E-
u cC— X

The complete solution is y = 222, supplied with the family

3 4 2 2 3 4_2 5 2
y:2x2+ r = cx” + 9% x = v 3 {20+3x2—2x3} for x # %,
cC—X

c—ad c— a3

where c is an arbitrary constant.

We note that y = 222 — 3z = x(2z — 3) for ¢ = 0, and that y ~ 222 for ¢ — do0. ¢



Example 6.6 Find the complete solution of the Riccati differential equation,

%+y2:%, for x #£ 0.
First consider the differential form of the equation

2?dy + (2%y* —2) dz = 0.
Clearly = = 0 is a rectilinear solution, and there is no singular point.

a
We guess a solution of the structure y = — for some constant a. By insertion,
x
a
-+t 5 =" ie. a?—a—-2=0.

1 2
When we solve this equation, we get either a = —1 or a = 2, so y = —— and y = — are both solutions.
x x
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Figure 6.6: Some solution curves for the Riccati equation il +9% = —-
x

dx

1 1
We choose one of them, —— and change variable to y = v — —. By insertion,
x x

dv n 1 e 2 n 1 2
ki S+ ==
ar 22" Tz x2 2’
which is reduced to the Bernoulli differential equation
dv 2

2
_— = — =0.
Az $v+v

1
When v = 0, we get the aforementioned solution y = ——. When v # 0, we divide by —v?2,
x

+2--1=0.

1 dv 21 1 d /1 21
T v

v2 dx =z dz \ v

Then we multiply this equation by 22 and perform a small rearrangement to get

d (/1 1 d (1 d(z?) 1 d [a?
2_ 2 4 (1 L d R
e dx(u)+2m v dx(v>+ dz v dx<U>'

This equation is integrated straight away,

z2 1 c x+c

PR Sl
from which

322
R
and the complete solution is for an arbitrary constant c,
1 32 1 32 — a3 —¢ 223 — ¢
y:U_E:x3+c_E: x4+ cx :x(x3+c)’

1 2
supplied with y = ——. Note that the choice ¢ = 0 gives y = o %
x



Example 6.7 (Monomials) Find the complete solution of the Riccati differential equation

dy 2,2 2
o TV =D for x #0.
Here n = 2, so we guess (—n — 1 = —3) the particular solution yo = ¢-y~3. We get by insertion,

0=-3cz'—c?z " —2=—27"(+3c+2) = -z c+1)(c+2),

from which follows that g = c¢- 3 is a particular solution for ¢ = —1 or ¢ = —2.

d;
Figure 6.7: Some solution curves for the Riccati equation 7y —a%y? = —-
x x

Then by the standard method we put y = u — 272, (¢ = —1), and get by insertion in the equation,

d d
0 = cu 43274 — 2 (u2 — 2z 3u+ x_6) —oxt = & +3z 4 — 2%l 420ty — gt — 2274
dx dx
d
—— + 227w — 222
dx

We divide by —u? to get

d 1y 21
dx \ u zu

which has the complete solution

1 . .
— =ca?—2® =2*(c —2), where ¢ is an arbitrary constant.

u

It follows that the complete solution of the original Riccati equation is given by

1 1 1 2z —c . .
Yy=u——7 = = — where c¢ is an arbitrary constant,

3 22(c—x) 23  23(c—a)

supplied with the guessed solution yo = —z 3. ¢



Example 6.8 (Ezponential) Find the complete solution of the Riccati differential equation

dy 2z, 2 -2z
— + ey = —e 4",
dx 4
We guess a solution of the form yy = ce~2*. By insertion,
—2ce™ % 4 e = —e7 SO A —2c+1=(c—1)%*=0,

2z

so ¢ = 2, and yo = e~ =" is a particular solution.

2 _ _ 2z

d
Figure 6.8: Some solution curves for the Riccati equation Ey + 2y e

Using the standard method we put ¥ = u + e~2*. Then by insertion

d d
0= d_u —2e 2 &2 {u? +2e Fute T} +e = d_u + e*u? + 2u,
x x

where we divide by —u? to get

d /1 1
| = 9. — 2.’1).
dz(u) u ©

The complete solution of this equation is

1 2x 2z 2x e_Qw
—=ceP+ze®=e"(x+0), SO u= ,
U T+c

and the complete solution of the Riccati differential equation is

—2x
e o oy CHax+1 . .
L2 o2, - where c¢ is an arbitrary constant,
Tr+c c+x

supplied with the previously guessed solution, 3y = e~ 2*. $

y:

We shall finally in the following example demonstrate that Riccati equations have successfully been
used as models in practice. We shall with some very necessary modifications follow Davis [7], who
himself is following Carson et al. [4], concerning parachute jumps in 1942. The author remembers that
he had a simplified model as homework as a student in the early 1960s, so it must have been known
at that time in the academic circles. We first set up the model.



ORDINARY DIFFERENTIAL
EQUATIONS OF FIRST ORDER RICCATI’'S EQUATION

Example 6.9 Consider a body of mass m which falls under gravity in a medium which offers resis-
tance to its motion proportional to the square of the velocity of the body.

If x denotes the distance passed over by the body in time t, then the motion is defined by the equation

P dx 2
mw—mg‘f{(dt) :

This is a nonlinear differential equation of second order, which we have not considered yet. However,
dx
if we let v := n denote the velocity, then we get the following Riccati differential equation in v,
dv

mE:mg—K-vz, and v=

dx
dt’
The choice of solution method is not unique. Since the variable ¢ does not occur on the right hand side
of the equation, we can actually separate the variables. This variant is left to the interested reader.
Another method, which we shall follow here, is the traditional one, i.e. we guess a particular solution

and then reduce the problem to solving an auxiliary Bernoulli differential equation. In fact, let us see
if we have any constant solution v = V. By insertion,

0=mg— K V2, from which is seen that v =V := 4/ % is a constant solution.

The standard method is then to put v = u + V and derive a Bernoulli differential equation in u. We
get by insertion,

du K du K

_ et il 2 _ - il 2 2\ _

0 = dt+m(u+V) g dt+m(u +2Vu+V?) —g
_ du 2KV K, K omg _du 2KV K,
Tdt m m K 9= dt m m
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Thus, we have derived a Bernoulli differential equation. However, the solution of this is again left to
the reader as an exercise, because we also see that the variables without difficulty can be separated.
We shall use the latter method, where we first write

du K

thus by separation and decomposition,

Koo _du (1 1.1 1\,
m o ww+2V) 2V w2V u+2V v

We integrate and get with an arbitrary constant ki,

K 1
—t+k=—1
+ k1 2Vn

u+ 2V
u b

or put in another way, assuming that « (and V') are positive,
2V 2kV
(10 2) o 2
u m

and we get with a third arbitrary constant C' that

C (1+ g) = exp <ﬁt), ie. 1 {exp<wt) C}.
u m u m

We find that
2VC

2K ’
exp (TV t) -C

and therefore

u =

2KV
Vv

+1,=V" .
2K 2K
exp(TVt) - C exp(TVt) - C

We see in particular for every fixed constant C' that

v=u+V=V-

- —v=,/"
tlgknoov(t)_v_ K,

and when C' = 0, we get the constant solution V.
Let v(0) = vp be a given initial velocity. Then

1+C . v 1+C
’U():V'— 1.e. Uy = —5 = ——

1-C’ vV 1-C’



ug — 1
from which C' = —2 . By insertion,

ug + 1
exp(yt) +C (uo—i-l)exp(ﬂ t) +(u0—1)exp<—ﬂt)
_ v, m _v. m m
b 2KV KV KV
exp| —t ] - C (up+1)exp| —t ) — (up— ) exp| —¢
m m m

KV . KV
upcosh| —t | +sinh[ — ¢
v, m m
o KV K '
U sinh ( t) + cosh (V t)
m m

Finally, we assume that x(0) = 0 for ¢t = 0. Then z = z(t) is determined as follows,

+ U cosh + sinh KV
0 - Lm0

_ / ! ug cosh & + sinh &
K ug sinh & 4 cosh &

m . KV KV
= —Inlugsinh{ — ¢t ) +cosh| — ¢ .
K m m

f

I §\§

d¢ = [ln(uo sinh{ 4 cosh §)] .

K

Figure 6.9: Some principal solution curves of the structure y = In(c-sinht 4 cosht). As expected, the
curves are eventually almost parallel.

KV _KvV? K V2
Finally, V2 = M9 g0 20 = = 2™ _ 9 and uy = % and = —, so the solution is
g

K’ m mV mV K v’
written

V2 vo . gt gt
x(t) = ?ln(v blnh(v> —|—cosh<7 ;



ORDINARY DIFFERENTIAL
EQUATIONS OF FIRST ORDER RICCATI’'S EQUATION

where we assume that we have estimated by measurements the limit value of the velocity.

As already mentioned there are some variants, which are left to the reader. It was also mentioned
in the beginning of the example that this model was set up in 1942 by Carlson et al. [4] concerning
parachuting. The authors concluded that there are four factors involved in free fall,

1) the altitude, or air density,

)
2) the weight of the falling body,
)

3) the position in the air of the body, i.e. its geometry,

4) the amount of spinning and tumbling.

They also concluded that the air-density factor is probably the most important, since the average
velocity seems to increase with elevation.

Someone from the same university then tested the model in the case, when the average weight of
the jumpers with their equipment was 261.2 pounds, where g = 32.2 feet/ secondg, where V' = 265.7
feet/second, and K = 0.1191 measured in feet-pound units, all measured. Furthermore, x = 29,300
feet. It turns up, that the model gives a good approximation of the measured values. ¢

vu---v---v---vv---vu---v---vv--vv--vv--vv---vv--0v--ov--ovv-ovv-cvv-cvv-coAlcateluLUcent @
www.alcatel-lucent.com/careers
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Example 6.10 Find the complete solution of the Riccati equation

dy 5 1
da:+y g

1
We shall first guess a solution. If we try y = —, then we get
x

dy o, 2 1 1 2 1 1 (11 2
dx a3 2t x2 23 2t 22\ 2 22 a2
This leads to the adjusted guess

1 1

yO:E—FF-

We get by insertion,

dy =2 1 2+1+127 L2 1 2 1 1
PR r o x2) 22 @3 22 pd 2t ot

1 1
and we have proved that yo = — + —; is a solution.
r T

By the standard procedure we shall put

udw—ud 1 n 1 dy du 1 2
ymuTh e T T de  dz a2 2%
and
) 1o1\* 11 1 1)\?
y=|\ut+t-+=5) =vt2u{-+5 |+l -+=5]
x  x R x oz
hence,
0 dy+2 1 du 1 34_24_2 1+1+1+2+1 1
= — - =—-—=—-——+u ul—+— 4+ =+=-—
VT AT w2 B 2 x2 3 pt ot
du 9 1 1
= _ 2 - —a
et (z+x2>u’
which is a Bernoulli differential equation.
1 1
Clearly, u = 0 corresponds to the solution yo = — + —; above, so we assume in the following that
x

u # 0. When we divide by —u?, we get
1 du 1 1\1 d /1 1 1\1
0=—— Y 1 o2y )= () (22 ) 2
u? dz (m+x2> w dz <u) (x+m2> w

1
which is linear in —. We compute
u

eXp(Q/ (% + %) da:) = exp(ln(acQ) - %) = 2? exp(—g) :



Then by the solution formula,
1 2 1 2
= = g2 exp(——) {c+/—2 exp(—) dx}
U x x x
9 2 1 2 2 z?
= zexp| —— | {c— —exp| — =c-zexp| —— | — —,
T 2 x x 2

ST B Lio _14(40){Comp(-2) - 1)
y= x 2 {cexp(—%) — %}xQ 72 {Cexp(—%) _ %}ZL‘Q )

where C' is an arbitrary constant. ¢

&)

SO

Example 6.11 Find a solution procedure for a differential equation of the type

% — (12— a®) f(2) + (y + a)g(a).

Since y + a is a common factor on the right hand side, y = —a is clearly a (constant) solution, and
we choose the transformation y(z) = u(z) — a. Then we get

du
- = (@~ 20uf (@) +ug(@) = v f (@) + u{g(z) - 2af (@)},
which is a Bernoulli equation. If we put z = %, then we get the following linear equation in z,
dz
L = {gla) 2} ()= + f(a),

which e.g. is solved by the usual solution formula. ¢

6.4 Relationship between the Riccati equation and the linear homogeneous
differential equation of second order

The importance of the Riccati equations is due to their connection with linear homogeneous differential

equations of second order. If we can solve a Riccati equation, then we can also solve its corresponding

linear homogeneous differential equation of second order, and vice versa. We shall here describe this
relationship.

First consider the general Riccati equation

Ly Qy + Ry = Pla),

where we assume that R(z) # 0. In fact, if R(z) = 0, then the equation degenerates to a linear
differential equation.

We shall use the transformation

1 du ) dln |u]
ie — =

o) w @)y

Y=



Then

dy 1 d%u 1 (du)2 R'(z) du

dz  R(z)-u d2?  R(z) u? \ dz R(z)?u dz’

and

so by reading the equation from the right to the left,

P() = L+ QUay + Rla)y? =

1 d*u  R(z) du Q(z) du
R(z)u dz? R(z)?u dz  R(z)u dz’

When we multiply by R(x)?u and rearrange, we get

R@) T+ (R@)QE) ~ B(@)) S~ P)R()™ =,

which indeed is a linear homogeneous differential equation of second order.

If we know a solution y(# 0) of the Riccati equation, then we can find a solution u of the corresponding
linear homogeneous differential equation of second order from integration of

dln |u|

L= Ray(a), e uo(a:):exp< / R(m)y(m)dx).

Conversely, if u = u(x) # 0 is a solution of the derived linear homogeneous differential equation of
second order, then

is a solution of the Riccati equation.
If instead we are given the linear homogeneous differential equation of second order,

d? d
d—;; +B(x) ==+ C(z)u=0,  where A(z) #0,

A(x) e

we only have to identify P(z), Q(x), R(z) of the unknown Riccati equation

L4 Qyy + Ry = Pla).

This identification is not unique, but we shall choose the simplest method. We found above that such
a Riccati equation was related to the differential equation of second order,

R@)TE 4 (R@)Q) - B@) W~ Pl)R@ =

When we identify the coefficients, we get the three equations

R(z) = A(z),  R(@)Q(z) — R'(z) = B(z),  P()R(z)* = —C(a),



from which

A'(z) + B(x)

R =A@, Q)=

and P(x)=—

and we have shown the relationship between a Riccati equation and a linear homogeneous differential
equation of second order.

Let us return to the general Ricatti equation
dy
T Q(x)y + R(x)y* = P(x),

and make the transformation y = S(z)z for some factor S(z) # 0. Then by insertion,

P(a) = S() S 4 {8'(2) + QUa)S(@)}= + R@)S(2)*2.

Then we choose S(z), such that S’(z) + Q(z)S(z) =0, i.e.

S(z) = exp(— / Q(x) dx) .

By this transformation the Riccati equation is reduced to

% + R(x)S(z)2* =

or

% + R(x) exp (— / Q(x) dx) 22 = P(z)exp < / Q(z) dx) ,


http://www.nidostudentliving.com/Bookboon

where the linear term has disappeared. We can therefore, if necessary, limit our investigations of the
Riccati equation to the simplified equation

—Z + Ry (2)y* = P (x)

with no linear term.

The drawback is of course that there exist no general solution formulae for neither the Riccati equation,
nor for the linear differential equation of second order, although solution formulse and procedures are
known in many cases.

6.5 The cross-ratio for the Riccati equation

When we look at the solutions of the previous examples of the Riccati equation it is striking that
apart from the given, or guessed, solution # 0 they all have a structure like

¢ f(x) +9(2)

m, where c¢ is an arbitrary constant,

y:

and where the numerator and denominator are not proportional, a condition which we here most
conveniently write as f(x)k(z) # g(x)h(x). We shall use this condition in the following.

If we solve the above equation with respect to ¢, we get
_ 9(x) —yk(x)
yh(z) — f(z)

In order to derive a differential equation of y we eliminate the constant ¢ by differentiation. When we
also multiply by the common denominator {yh(z) — f(z)}? of the differential quotient, we get

0 = {yh(z)— f(2)} -{g'(z) —y'k(x) — yk'(x)} — {y'h(z) + yh'(z) — f'(2)} - {g(z) — yk(z)}
= f@)k(@)y + g (@)h(x)y + f(2)k (2)y — h(z)K (2)y* — f(x)g' (x)
—g(z)h(x)y’ — g(z ) "(@)y — f'(x)k(x)y + h' (2)k(x)y® + [ (2)g()

= {f(@)k(z) - g(x)h(w)}a +{f (@)K () + g'(x)h(x) — f(x)k(z) — g(x)h' () }y
HI (2)k(x) = h(@)k (2)}y* + {f'(2)9(2) — f(2)g'(2)}.

By assumption, f(x)k(z) # g(z)h(zx), so the coeflicient of % is not 0. Now, if h/(x)k(z) = h(z)k (z),

x
then h(z) and k(z) are proportional, and the equation is linear. Finally, if f/'(z)g(z) = f(z)¢'(x), i.e.
f(z) and g(z) are proportional, then the equation is reduced to a Bernoulli differential equation. In
all remaining cases y, given by the four functions and an arbitrary constant, is a solution of a Riccati
equation.

Let us return to the general structure of the solutions of a Riccati equation, i.e.

¢ f(a) + g(x)
¢~ h(@) + k(z)’

c arbitrary constant,

where f(z), g(z), h(z), k(x) are given functions, and where h(x) and k(z) are not proportional.



Let y1, y2, y3, ya, corresponding to four different constants ci, ca, c3, c4, resp., be four linearly inde-
pendent solutions. Then for ¢ # j,

by @) ) el ()
i~ Yj ci - h(z) +k(z) (l“)-i-k(x)
cic; f (@)h(z )+cgg( )h(x)+czf(x) (z) + g(a)k(z)

{ci - h(a) + (@)} {e;h(@) + k(@)
_cef(@)h(z) + cigla)h(z) + ¢ f(@)k(z) + g(a)k()
{¢; - hlx) + k()} {eih(z) + k(x)}
(c; — ) g@h(@) + (e — ) f@h(x) _ (e — e) {f(@)h(x) — gla)h(x)}
{ci - h(2) + (@)} {ehla) + k(@)}  {ei- h(@) + K@)} {eshle) + k()

The cross-ratio of the four solutions y1, y2, y3, y4 is defined as

R.:yl_?JS.yl_y4:yl_y3.y2_y4
Ys — Y2 Yy — Y2 Yi— Y4 Y2 Y3

We note that the factor f(x)k(x) — g(z)h(z) occurs twice in the numerator and twice in the denomi-
nator, hence, they all cancel. Furthermore, the factor ¢;h(x) + k(x), ¢ = 1,2, 3,4, occurs once in the
numerator and once in the denominator of the cross-ration, so they also all cancel. Hence, the value
of the cross-ration of four linearly independent solutions of a given Riccati equation is the constant

Cl —C3 C2—C4

R= # 0.

€1 —C C2—C3

6.6 Discussion of the equation y' = ay? + bz®.

We shall here return to the discussion of the special Riccati equation

dy

P ay® + bz

for some special values of the exponent «, where the Riccati equation can be solved by means of
elementary functions.

This equation may seem rather special. However, it can be solved by using the method of conver-
gent power series. For some values of the exponent n it even has elementary functions as solutions.
Furthermore, the equation is also connected with the Bessel functions, J, and Y, (), so it indeed has
some interesting and unexpected properties.

We shall in this section allow complex constants, and we shall also use the method of solving a linear
homogeneous differential equation of second order with polynomial coefficients by means of convergent
power series. This method is included in all elementary calculus courses on linear differential equations,
so the reader should be familiar with it.

6.6.1 The case a = 0.

In this case the equation is reduced to

W
dzx ’



which is solved by separation,

1
—— dy = —adz,
Y

and we get by integration,
1
— =—a(z —¢) =a(c— ),
Y
ie.
1 1

a c—c’

Y= T # ¢, where c is an arbitrary constant.

6.6.2 The case o = —2.
When a = —2, the differential equation becomes

dy
dx

For convenience we restrict ourselves to one of the four open quadrants, namely the first quadrant,
x> 0 and y > 0. The other quadrants are treated likewise (left to the reader).

b
:ayg—i—ﬁ, x #0.

We apply the transformation

W=t ie w0 =g

S0
dy 1 dz 9 b a b
dz  2(2)? dw Wt e = 2(z)2 T

from which by a rearrangement,
dz z\2
—+a+b(—) =0 for x > 0 and z > 0.
dx T
This is an homogeneous differential equation, cf. Chapter 7. We first note that possible rectilinear
solutions z = cx must satisfy the equation
b +c+a=0,
so we have two, one or none rectilinear solutions.

In general we use the transformation

e
de 7 dz ’

so we get the equation

2= U,

d
z—u+u+a+bu2:0,

dx
thus by separating the variables,
du _dz
bw2+u+a oz

which is easily integrated, once the constants a and b are given.
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6.6.3 The Riccati equation y’ + ay? = bz" in general.
Let us consider the general Riccati equation

d
<Y + ay® = ba".
dx

We first make the transformation

y= )
a-u

on the special Riccati equation

d
Yy ay? = ba™.
dx

This gives the result

1 d%u 1 du\? a du\? 1 d%u
0=— — — — | + — ) —ba2"=— — —bz"
a-u dz?  a-u?\ dz a?u? \ dx au dz?

By a rearrangement,

d2
d—;; —ca"u(r) =0, where ¢? := ab.

One of the tricks of solving such equations is to find the right transformation, which carries the
equation into another one, where solution procedures are known. The proper one here is fairly hard
to guess immediately, so we just claim that

u = exp(AzP) - v, for some constants A and p to be found,

is the right one.
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By insertion into the linear second order differential equation we get

d? d d
0 = d—;; — Za"u(x) = {exp(A:cp) d_;)c + ApaP~! exp(Azp)} — Zx" exp(AaP) v
d? d
= exp(A4aP) cvy 2ApaP ! exp(AzP) <Y

dz? dz
+{Aplp = a7 2 4 AP0 pexplda) v - o exp(da”) v,

which is reduced to

@

d
12 + 2ApaP~1 d_:: + {A2p2x2(p71) + Ap(p — 1)aP™2 — 621‘”} v =0.

when we choose

A=< and p= g—l—l, ie. n=2(p—-1), assuming p # 0, i.e. n # —2,
p

and keep p in the following, we get

d? d
d—a;) + 2caP™! d_:: +c(p — 1)aP~?v = 0.

Let us assume that this equation has a solution of the following form of a formal power series,

—+oo
vi= g G, P

m=0

where the unknowns are the coeflicients a.,, m € Ny. By formal insertion into the equation,

0 — d*v 9ppp—1 dv 1)P—2
= 9= + 2cx T +ec(p—1)aP™%w

400 400 +o0

= Z mp(mp — 1)amx™P % + Z 2empa,x™P P2 4 c(p — 1) Z e A
m=1 m=0 m=0
—+oo —+o0

= Z mp(mp — 1)apz™ 2 + Z {2emp + ¢(p — 1) Yaz™ P2
m=1 m=0
—+oo —+oo

= Z (m + Dp((m+1)p — Va1 z™PHH=2 4 Z c{2mp + p — 1} a,am P2
m=0 m=0

+oo
= Z {(m+1)p((m+ 1)p — Dams1 +c((2m + 1)p — Dan} Pt =2,

m=0

If this equation holds, we necessarily must have that all coefficients are 0, so we get the recursion
formula

(m+ Dp{(m+ 1)p — 1}ams1 +c{(2m+ 1)p — 1}a,, =0, for all m € Ny.

We may here note that if for some mgy € Ng,

1

2 1)p—1=0 e
(2mo+1)p ) Le p g + 1

for some mg € No,



then a,y4+1 =0, and amy+q = 0 for all ¢ € N by induction, so the series terminates, and we have only
a finite number of terms

Since for this value of p,

Tl=2(p—1):2{1 1}: 4mg

2mo+1 C2mo+1°

we conclude that the series is finite, when the exponent

4m
— No .
E{ 2m+1 ‘ me 0}

If instead (mo+1)p—1=0, i.e.

1 1 2
p= and n=2p-—-1)=2 S ,
mo + 1 mo+ mo +1
then ap = - -+ = am, = 0 by recursion, and a,,,+1 can be chosen equal to 1.

In general, when (m + 1)p # 1 and p # 0, we get the recursion formula,

2m+1)p—1 "
(m+Dp{(m+1)p—1} ™

Am+1 = —C

We put for convenience ag = 1. Then

g =1 a2 (p=1)Bp-1) <:CQ 3p—1 >
? 2p(2p—1) p(p—1)2p(2p — 1) 2p?(2p—1) )
5= —c— 2Tl o Cop. (p—1)Bp—1)(5p—1)
¥ 3pBp—1) p(p — 1)2p(2p — 1)3p(3p — 1)’

and we conclude by induction that in general,

o T -vp -1

am = (=)™ M Gp—1)

From this we formally get

& e e -1y
o) =Viwe) = 3 ™ T =

m=0

n
=—+1
D 2+

When p € Ny, this series solution converges for all € R. If p € Z \ Ny, then the series converges for
z € R\ {0}. If p ¢ Z, then the series converges at least for x € Ry. When p > 0, then the series
converges at least for z > 0. Finally, if p € Q has an odd denominator, then the series converges for

x # 0.
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c
It follows from the definition of the transformation, i.e. u = v - exp (— . :vp>, that the solution of the
p

reduced equation

2

d“u

Frein " =0, where ¢
x

2=qa-b,

is given by
c n
ui(x) = exp( -xp> -V (z,c), where p = 5 + 1.
p
Then note that the equation is not changed, if the constant ¢ is replaced by its opposite —c, so
c
uz(x) = exp(— : :z:p> V(z,—c)
p

is another, linearly independent solution of the equation. Hence, Aus(x) and A {uy(z) + cuz(z)} are
the complete solutions of the second order linear homogeneous differential equation, where A\ and ¢ are

u'(x
arbitrary constants. Using this, and the correspondence y = ( () ’ we conclude that the complete
a-u(x
solution of the original Riccati equation is either
uh(x ui (z) + cub(x
Y= 2(2) , or Y= 1(2) + cup(@) , where c is an arbitrary constant.
auz(x) a{ui(x) + cu(z)}

Note in particular that if ¢ € C\ R is complex, then ua(z) = ui(x), so ui(z) and ua(z) are complex
conjugated, and it is possible to restrict ourselves to real solutions only.
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Summary. We shall here give some guidelines of how to solve the Riccati differential equation

d
<Y +ay® =ba",
dz

where a, b, n € R are given constants.

1)

Choose ¢ € C as one of the possible two solutions of the equation ¢ = ab. We note that if a = 0
or b = 0, then the problem is reduced to either an integration or to a separation of the variables,
followed by an integration. We therefore assume in the following that ¢? = ab # 0.

Put for convenience, p := 5 + 1. We derive a linear homogeneous auxiliary differential equation
of second order with solutions given by v = :;OZOO amx™P, where the a,, satisfy the recursion

formula
(m+ Dp{(m+ Dp —1}ams1 +c{(2m + 1)p — 1}a,, =0, for m € No.

One should here always check if the recursion formula contains any zeros, which then must be
dealt with separately. We mention that if (2mg+ 1)p = 1 for some my € N, then the series is
reduced to the finite sum Z:ZO:O @ ™ and if instead (mgo 4+ 1)p = 1, then the first mg terms
are 0, i.e. ap = -+ - = am, = 0, and the expansion starts from m = mgy + 1.

Define in general (tacitly including the modifications mentioned above),

oLy,
V=Vl =3 0" T

m=0

Y

(where jp—1#0for j =0,...,m, etc.).

Define the linearly independent solutions of the auxiliary linear differential equation of second
order,

U1 = exp (1_67 a:p) V(z,c) and Up = exp(—}—c7 a:p> V(z,—c).

These will span the set of all solutions of this equation.

Finally, the complete solution of the original Riccati equation is given by either
o up(x) _ i (@) + cup(x)
Y= ) or Ye = )
aus(x) a{ui(z) + cus(x)}

where ¢ is an arbitrary constant.

Example 6.12 Find the complete solution of the Riccati equation

dy 2 8
— + = 5.
dx 4
In the present case, a = b =1, so ¢ = ab = 1, and we can choose ¢ = 1. Furthermore, n = fg, SO

p=5+1= % It follows that (2mo + 1) p = 1 for mg = 2, so the v-series is reduced to the finite sum



where

3
c 2 -1 -2 25
a():l, (11:7—:75, and a2:72 52 1 al 7—6:§’
p (-1 25
hence

2
m 2
v="V(z,1)= Zamz?:1—5{’/5+§5\/5z2.
m=0

We put temporarily z := 2 = /z and note that 2z’ = %a:_‘l. Then

2 2
V(x,l):1—5z+§522, and V(:z:,—l):1+5z+§522,

Two linearly independent solutions of the auxiliary linear homogeneous differential equation of second
order are then given by

2
ui(x) = exp(E a:p> V(z,1) = {1 -5z + §22}65Z,
b
and

25
uz(x) = {1 +5z+ 3 22} e %,

Then we use that 2’ = 1 27* to get
10 25
uy(z) = {—2_4 -3 2_3} e’ + {2_4 — 5273 + 0 2_2} eb?
2 2 2
= {; 273+ 35 2_2) e’ = 3—;(2 —1)e7,
and similarly,
1 2
uh(r) = {z4 - 30 z?’} e % — {24 + 5273 + §5 22} e %?
20 3 20 5| s 25 —52
Then
up(@) B+ 1)e™ 25(z + 1) 25 (1 + ¥/x)

T) = = - =— =— ,
Yo() ausz(x) (1+5z+ 2 22)e 52 23 (34 15z + 2522) 3Va3 + 15Vt + 25z

and the remaining solutions are, expressed by an arbitrary constant ¢, using that a = 1,

ufteuh —23—5 273z — 1)’ — c% 273z + 1)e 5
Yo T witeus —3 (3= 152+ 2522) €5 — c 3 (3 + 152 + 2522) e 5%
_ (Yz-1)eV" 4 c(Jr+1)e ™V

(3% —15V/aT 4 252) 397 + ¢ (3V/a% + 15V/a7 + 250) =597
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oo

d
Figure 6.10: Some solution curves for the Riccati equation 72/ +y? =275,
x

where c¢ is an arbitrary constant. If necessary, we can “further reduce” by using that
1 1
VT = 3 cosh(5/z) + 3 sinh(59/7) ,
and
sos 1 . 1.
e PV = 3 cosh(S\/E) ~3 smh(S%),

but not much is gained in this case. This method is better, when ¢ is imaginary. ¢
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7 The homogeneous case

7.1 Theoretical explanations

A function F(z,y) is called homogeneous of degree n, if it satisfies the following condition
(7.1)  F(A\x,Ay) = A" F(z,y), for all A € R.

When (7.1) is differentiated with respect to A, we get
F F
x g—x()\x, Ay) +y 88—y()\:17, Ay) =n AR (x,y).
When we choose A = 1, if follows that we have proved

Theorem 7.1 Euler’s theorem. Assume that F(x,y) is a homogeneous function of degree n. Then

OF oF

We mention — the proof is left to the reader — that we have the following extension.

Theorem 7.2 Euler’s extended theorem. Assume that the function F(x,y;u,v) is homogeneous of
degree m in the wvariables x and y, and homogeneous of degree n in the variables u and v. Then
F(z,y;u,v) satisfies the equation

(n—m)F = uiJrvg xa—FJr OF ) _ arng 2 ua—FJrv@—F
-\ oz Oy au Y v au Y v Oz oy )’

We shall not need this result in the following.

Consider the equation
(7.2)  L(z,y)dz+ M(z,y)dy =0,

where we assume that L(z,y) and M (z,y) are both homogeneous functions of the same degree n.

Concerning isoclines, such equations are particular nice, because every straight line y = -z, « € R
a constant, supplied with the vertical line x = 0 is an isocline with the fixed slope

ay_ rey UMD no
- = 17— L/ — ’ along the line y = o -

dr — M(z,y) ng(l,%> M(1,aq)

and

dy _ L(0.y) y" L(0,1) L(0,1) .
dr T == long the line z = 0.
d M(0,y) y™ M(0,1) M(0,1) along the line z = 0

This structure gives us the hint that we must have some similarity of the solution curves with respect
to the point (0,0), which then ought to be a singular point.



d
We note that if furthermore —2 = a along the line y = « - x, i.e. all the tangents have the same

x
direction as the line itself, then ¥y = « - = is a rectilinear solution. The condition for this is

ie. L(l,o)+a-M(1,a) =0,

which is then solved with respect to a.

Then we just add an inspection of the line z = 0 to see if it is a solution curve. This must be done
separately, because it is not included in the above. The condition is of course

M(0,y) =0.

When (0,0) is the only singular point, the rectilinear solutions, if any, divide the plane into sectors
limiting the other solution curves. These can only “leave” such a sector through a singular point, where
the uniqueness of the solution does not hold, i.e. points (z,y) for which L(z,y) =0 and M (z,y) = 0.

Once the possible rectilinear solutions have been found, the standard way of solving an homogeneous
equation is the following. First of all we have above checked if the vertical line z = 0 is a solution or
not. Then we substitute y = v - z for x # 0, where dy = vdz + zdv, in (7.2),

0 = Lz,y)de+ M(z,y)dy = L(z,zv)dz + M(x,zv){vdx + z dv}
2" L(1,v)dx 4+ 2™ M (1,v){vdx + z dv},

which is reduced to
{L(1,v) +vM(1l,v)}de + 2z M(1,v)dv = 0.

1) If L(1,v) + v M(1,v) = 0, this differential form is reduced to x M (1,v)dv = 0, so either z = 0, or
M(1,v) = 0, which implies that also L(1,v) = 0, and the differential form degenerates.

2) If instead L(1,v) +v M(1,v) # 0, the variables can be separated, so either z = 0, or, when x # 0,

dw M(1,v)
x  L(l,v)+vM(1,v)

dv =0,

hence by integration,

v=y/z L(l,’U) +UM(17U)

dv=C, for x # 0.

A special case is the equation

) wen o WY,

which has homogeneous coefficients, both of degree 0. We must assume that x # 0. Again, we write
v = g, i.e.y=v-z,and dy = vdx + xdv, and we get by insertion,
x

Ozf(%) dz — dy = f(v)dzr —vde —axdv = {f(v) —v}dae — xzdv,



where the variables can be separated. We first note, that if vy is a solution of the equation f(v)—v = 0,
then the corresponding straight line y = vg = is a solution of the equation for = # 0. If f(v) # v, we
get by separating the variables,

0— da dv
z  flv)—v’

hence by integration,

dv
lnx—/ — =,
| | v=y/z f(’U)—’U

which is an implicit form of the general solution. Note that one should not forget the solutions y = vz,
where v is a solution of f(v) = v.

Solutions of equations of this type are extremely easy to sketch by the method of isoclines. In fact,
the alternative way of writing the equation,

Y= 1(Y) = s,

shows again that all straight lines y = vz are isoclines, corresponding to the slope f(v).

7.2 A more general equation

In this section we show that a general equation of the structure
dy (aac—i—by—i—c)
dx ax + Py +

where a, b, ¢, «, B, v are given real constants, can be reduced either to an homogeneous equation, or
to a differential equation, which can be solved by already known methods.

There are two cases. Either

a b

a B | #0 or
1) If the determinant is not zero,
a b

: |z

then the two lines

axr+by+c=0 and ar+ pPy+v=0,

have one and only one intersection point (€, 7n), where by Cramer’s formula

(801 R P
]
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|
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If we move the coordinate system to a new origo at (§,7), and write 1 = v —§ and y1 =y — 7,
then the equation is written

dy: azxy + by
dey az; +by )’

where the right hand side is a homogeneous function in (x1, 1) or order 0.

Then we proceed as described in the previous section.

2) Assume that

a b
a f
a) If 8 =0, then either « =0 or b= 0.

i) If @ = 0, then we must have v # 0, and the equation is reduced to

d b
l:f<9x+,y+£),
dx A B

i.e. of a type already discussed in Chapter 3.
ii) If 5 =0 and « # 0, then b = 0, in which case the equation is reduced to

@—f ax +c
dz ar+v)’

the solution of which is found directly by integration and addition of an arbitrary constant,
since y does not occur on the right hand side of the equation.

b) If instead a = 0, we just interchange = and y, and consider the function g(w) := f(1/w). Apart
from the change of notation the analysis is the same as above.

(]
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¢) Finally, we assume that a # 0 and 8 # 0. We introduce the denominator as a new variable,
v=ar+ pfy+.

It follows from the linearity and the assumption 8 # 0, that if we can find all solutions v, then
also all solutions y.

By assumption,

a b .
0= o B‘zaﬁ—ab, ie. aff = ab.
Therefore,
ar+by+c  aBfr+bBy+cB  bax +bBy+ B
ar + By + B B
_ blax+By+y)+cf—by  bv+cB—by
B Bv B Bu '

It furthermore follows from the definition v = ax + By + v, that

dv dy ar+by+c\ bv + B+ by
dx_“ﬂdx_“ﬂf(ozwﬂwv)_a+6f< By )

where the variables can be separated, so the implicit solution is given by

dv .
/ bo+cB+b7Y x+C, C arbitrary constant,
o+ ﬂ f T

where v = ax + By + 7.

7.3 Examples
Example 7.1 Find the complete solution of the differential equation
(2% — y?) dz + 22y dy = 0.

This equation is homogeneous of degree 2. Possible singular points are the solutions of the two
equations

22—y =0 and 2zy = 0.

Clearly, (0, 0) is the only singular point. Furthermore, x = 0 is a solution. Possible rectilinear solutions
are found by inserting y = - x, @ € R a constant. We find

z? (1 — a2) dz + 22%0? do = 22 {1 —a?+ 2a2} dex = {1 + on}x2 dx = 0.
Since 1+ a2 > 0, the only rectilinear solution is = 0.
Then we put y =v -z, dy = v dz + z dv, so the differential equation becomes

0 = (x2 — yz) dx + 2zydy = (x2 — vzxz) dz + 2v2® (vda 4 z dv)
= (x2 — 22?4 2v2x2) dz + 20z dv = 22 (1 + vz) dz + 2vz3 dv = (1 + vz) 22 dx + 23 d(vz) .



e SN
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Figure 7.1: Some solution curves of the equation (x2 — y2) dx+2xy dy = 0, describing an ideal dipole.

When z # 0, we get by separating the variables,

_ dz d(v?)

0
T 1+ 02

=d (ln |z| + In (1 +U2)) )
When we integrate this equation, we get with an arbitrary constant

2 a® +y? 2., .2
c=In|z|+In(1+v*) =In [z]+1n 5 =In(z” + y°) — In |z,
x

hence, by the exponential,

% 4 y2 S
|z| ’

or, allowing the constant C' also to be negative, [2C| = e© # 0,

2% +y? = 2Cr, ie. (r —C) 4 9* = C
These are circles of centre (C,0) and radius |C|, C' # 0, supplied with the vertical line 2 = 0.
CHECK. Since 2zydy = xd(yQ) and 32 = 2Cx — 22, we get by insertion,
(2% — y?) dz+2zydy = (2? — 2Cz + 2°) dz+2(20—22) dz = (22° — 202) da+(2Cz — 22%) dz = 0,
so these curves (circles) are indeed solutions.

ALTERNATIVELY, we put z = y2. Then the equation can be written in the form

dz 9
r— =z—2x°,

dx

which is linear in z, so we can use the solution formula from Chapter 4. ¢
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Example 7.2 Find the complete solution of the differential equation
(:1:2 — 2xy — y2) dx + (as2 + 2zy — y2) dy = 0.

The equation is homogeneous of degree 2. Assume that y = ax is a rectilinear solution. Then the
constant o must satisfy

0=(1-20—0a%) 1+ (1+2a—0a®)-a=-a’+a*—a+1l=—(a—1)(a®+1),

so a = 1 is the only real solution, and y = x is the only rectilinear solution.

Figure 7.2: Some solution curves of the differential equation

(1‘2 — 2zy — y2) dx + (Jc2 + 2xy — y2) dy = 0.
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Then put y =v -z, dy = zdv 4+ vdz, into the equation
0 = :C2(1—2v—v2) dx+x2-v(1+2v—v2) dx+x3(1+20—v2) dv
= :102(1—1}—1—1)2—113)dx+x3(1—|—2u—v2)dv.

We separate the variables,
dzx 2 —20—1

dx 1420 —v? d n
fd V= oy T T
(v—1) (V2 +1)

0 = —_—
x 1—v+v2—02 x
_dz dv +02—2v—1+v2—|—17dz dv 2dv
oz wv—1 (v—1)(2+1) = ov—-1 v2+1’
so we get by integration with an arbitrary constant c,
z? Y
c=In|z|] —In|v— 1| — 2arctanv = In f2arctan(7) . O
— x

Example 7.3 Find the complete solution of the differential equation

2

5
<y2—6xy+:c2) dz + zy dy = 0.
The equation is homogeneous of degree 2. Clearly, x = 0 is a rectilinear solution. Other possible

rectilinear solutions y = « - © must satisfy the equation

5 5 5 1 5
= 2— — 2: 2— —_ = 2— — = _ = _ =
0=« 6a—|—2+a 2 6a—|—2 2(a 3a+4) 2<a 2) (a 2).

We conclude that the rectilinear solutions are
1 5
T , Y 5 x and y 5 T

Then put y = v -z, dy = xdv + vdx, and insert

5 5
0 = (1)2—6U+§)m2dx+x2v-(xdu+vdx):x2{21}2—6—1—5} dr +v-2°dv

(o ) (o 2) e ).

where the variables can be separated,

dz v
d’U:27*Z 1"’1 57

:27
0 :v+ 1 5 x v— = P
T3 \" "3 2 2

gogdr _dv o dv
x



An integration gives,

5
8 1 0 8 vii
k = Inz®—1In v—§ +5In v—§ =Inz®°+1n —T +4In (v — =
v — =
2
4
2y — 5 5
= In2*+1In Y or +Inly—=-z| .
2y —x 2

5
Figure 7.3: Some solution curves of the differential equation <y2 — b6xy + 3 :c2) dx + xy dy = 0.

Finally, we take the exponential and define a new constant C' € R, which also includes the possible
change of sign,

2y — 5x)°
zt. (3;7@ =C, C € R an arbitrary constant.
y—x

When we choose C' = 0, we get the two rectilinear lines x = 0 and 2y — 5z = 0, so we just have to
add the third rectilinear solution 2y — xz = 0. ¢

Example 7.4 Find the complete solution of the differential equation

dy 222 4 32

dvr  —2xy + 3y?’
The equation is homogeneous of degree 0. It is not defined for —2zy + 3y% = 0, i.e. it is not defined
fory=0o0ry= ; x, so we shall in the final solution strictly speaking exclude the points of these two
lines.

The meaning of the equation in the book, where I found this example, is of course that we shall apply
one of the standard solution methods. This is, however, not necessary in this case, because when we
consider the corresponding differential form defined in the whole plane,
0= (2x2 + y2) dz + (me + 3y2) dy,
then it turns up, that this is exact and can be directly integrated. In fact,
0 = (2:E2 + y2) dz + (sz + 3y2) dy = 222 dx + (y2 dz + 2zy dy) +3y%dy
223

= d<7) +d(zy?) + d(y’) = d<§ﬂf3 +ay’ +y3> :
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so it is indeed an exact differential form. When we multiply by 3 and integrate we get the complete
solution

3y% + 3xy? + 22° = C, where C' is an arbitrary constant.

-50

Figure 7.4: The graph of the function f(a) = 3a3 +3a? +2. It follows that this function has only one
root, which approrimately can be found to be o =~ —1.36029.

N\
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\
dy 227 +y?

Figure 7.5: Some solution curves of the equation e m
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Homogeneous polynomial equations of even degree always have at least one rectilinear solution. We
shall show this in the present case. When we check the guess y = « - x, we see that a must satisfy the
equation

0=2+a+2a>+3a° =32 +3a° + 2.
This equation of third degree has either 1 or 3 real solutions, which all define a rectilinear solution,
when they exist.

In the present case it is not hard to see by considering the graph that there is only one real root. This
can approximately be found to be a ~ —1.36029. ¢

Example 7.5 Find the complete solution of the differential equation
dy y x

v 2z 2y

This equation is homogeneous of degree 0. We must assume that x # 0 and y # 0. Outside the
two exceptional lines z = 0 and y = 0, i.e. the axes, the differential equation is equivalent to the
differential form

(7.3)  2zydy = (y* + 2?) du,

which is homogeneous of degree 2, so extended to the whole plane this has at least one rectilinear
solution. It is immediately seen that the y-axis, x = 0, is a rectilinear solution of (7.3), but this is
excluded from the original domain.

There is still a possibility of two extra rectilinear solutions, so we put y = a - x and see that the
constant o then must satisfy the equation 2a? = o? + 1, i.e. a® = 1, and we conclude that we have
the two real solutions, o = +1. Hence,

y==xx for z # 0,

are two more rectilinear solutions.

A\ 7744
/ \

d;
Figure 7.6: Some solution curves of the differential equation Y _Y_ 1.
de 2z 2y

The equation (7.3) can of course be solved by the standard procedure, but since we have assumed
x # 0, it is easier to apply that 272 is an integrating factor. We then get by a rearrangement,

2

1 2 2 1 2 y? Y Y
OZE{medy—y dz — =z da:}:{;d(y)—ﬁdx —dz=d R =d

2 _ 2

>, x #0,

X



hence, by integration,

e 2C, ie. y?—(z+C)? =-C? for z # 0.

ALTERNATIVELY, we put z = 32, from which we obtain the linear equation

2 2
r— =z+x°,
dz

which can be solved by the solution formula of Chapter 4.

Example 7.6 Find the complete solution of the differential equation

by

Y (3z2 + y2) =223 e

This equation is homogeneous of degree 3 with the singular point (0,0). Its equivalent differential
form is

Y (3x2 + y2) dz = 223 dy,

which has trivially the two rectilinear solutions x = 0 and y = 0, where the former is not a solution
of the original differential equation. We have the possibility of two more rectilinear solutions, so we
insert y = a - x into the equation. This gives us

«Q (3 + a2) = 2aq, i.e. «Q (a2 + 1) =0.

Hence, y = 0 is the only rectilinear solution for x # 0.

When we insert y = v -z, dy = zdv + vdz, into the differential form, we get
vz (32” + 3v%2?) dz = 22%(z dv + vda) = 22" dv + 22°v da,

which for x # 0 is reduced to
2z dv = (31) + 30° — 2v) dz = (31}3 + U) dr=v (31)2 + 1) dzx.

We separate the variables,
dx 2dv 2 2 2 2 2 1
— = =4 = i dv={"4+Z. ——(1-3%-1)rd
x v(3v2+1) {v+v(3v2+1) v} Y {erv 3x2+1( 3v )} v
2

2 6v v? Y
= 2P Vg =dn(——a— ) = dIn —Z—
{v 3v2+1} Y n(3v2+1) n(3y2+x2>’

so by an integration and a rearrangement,

y2

c=In|———— where c is an arbitrary constant.
x (3y? + 2?) Y

)

Finally, we take the exponential and allow the new constant to include the sign of z,

y2

——=C 2= Cx (32 ).
e R T
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s W

Figure 7.7: Some solution curves of the differential equation y (31’2 + y2) =2z i
x

Since y = 0 is a rectilinear solution, we have here assumed that y # 0. This implies that temporarily
C # 0, and we must have Cz > 0. Then it follows from

y?(1-3C2) =Ca®* >0, so 0<3Cr<l,

and the solution is given by either y = 0, or

3
1
% for 0 <3Cx <1, ie. 0<|z]<-——=. O

=+
Y 31C]
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Example 7.7 Find the complete solution of the differential equation
227 dx + (y3 + 39:2y) dy = 0.

The equation is homogeneous of degree 3, and its singular point is (0,0). Neither x = 0 nor y =0 is
a rectilinear solution.

Assume that y = « - z is a rectilinear solution. Then the constant « must satisfy the equation
0:2—|—a(a2—|—3a) =a*4+3a?+2= (a2+1) (a2+2),

which has no real root, so there is not rectilinear solution in this case.

Then we use the standard procedure. So let y = vz, dy = x dv + vdx, which by insertion give

0=223dz + 2% (v’ + 3v) (vdz + zdv) = 2 { (v* + 3v® + 2) dz + = (v* + 3v) dv}.

Figure 7.8: Some solution curves of the differential equation 2x> dx + (y3 + 3x2y) dy = 0. There is
no solution curve passing through the singular point in this case. It is also called a centre.

We then separate the variables,

% 7’024’3 d _E+_v2+3 ld( 2)
s viiszre YT (V2+1)(v2+2) 2 v
2

de 1 2 1 1 dx 1
- 4z - = Lq?)y =122 — — ——— ) d(?*)}.
x+2{v2—|—1 v2+2} (v%) 2{ a:+(v2+1 02+2) (v)}
Then by integration,
2 2 2 2 a? (”2 + 1)2 (92 + 932)2
c:ln(x)—i-ln((’u +1))-h’l(’U +2)=1n 1}274»2 :hl W .
Taking the exponential and redefining the constant we get

(y2+x2)2 . 2, .2\2 2 2

In this case the arbitrary constant must be chosen positive, C' > 0. ¢



Example 7.8 Find the complete solution of the differential equation
(y3 - 3y:c2) dx + (z3 - 3y2z) dy = 0.

The equation is homogeneous of degree 3. Clearly, x = 0 and y = 0 are rectilinear solutions. Possible
other rectilinear solutions, y = « - x, must satisfy the equation

O:a3—3a—|—a(1—3a2) =—2a3—2a:—2a(a2+1),
so a = 0 is the only possible solution, and we have already found y = 0 (and = = 0).
Then put y =v -z, dy = xdv + vdz. By insertion,
0 = (v*—3v)z’dz+2°(1-3v%) (zdv+ovda)
= 23 {(721)3 — 2v) dz + (1 — 3"02) dv} ,
so when we separate the variables,

dx 3v? — 1 dz 2 —-1 1 dz 1 1 4
0=—4+-—" = qv=—"4—"—_ = . Zd(¥)=—"+"-—=+——1]d(®?
x Jr21)(1—}—1)2) YT Jr112(1)2—1—1) 4 (v%) x Jr4< v2 1)2—|—1) (o)

or,

_ dx 4 1 9

Figure 7.9: Some solution curves of the differential equation

(y3 — 3yx2) dx + (ac?’ — 3y2m) dy = 0.

We integrate to get with an arbitrary constant k,
k=1In (14) +41n (v2 + 1) —1In (v2) ,
so by taking the exponential and introducing a new arbitrary constant C' > 0,

4
S 4(y2+x2>4-$_2_ (e +4°)
2

A4 (2 _
C=x (U —|—1) T - " P

V2

)

which is written

(z® + y2)4 = Caz?y?,



or in polar coordinates,
C
r2=C-cos?f-sin’f = 1 sin” 26.

When we introduce another arbitrary constant C, this equation can be reduced to

r=Csin26, (>0). O

Example 7.9 Find the complete solution of the differential equation

dy

93
mdx

=y (33@2 +y2) .

The only singular point is (0,0), and y = 0 is clearly a rectilinear solution. For the corresponding
differential form of the equation,

Y (312 + y2) dz = 223 dy,

the vertical line z = 0 is also a rectilinear solution.

For x # 0 and y # 0 we multiply the differential form by 2zy, so

0=2z" 2ydy —y* (32> +y?) - 2zda = 2(362)2 d(y?) —y* (32® +y°) d(2?) .
Then put v = 22 and v = 32, to get

0 = 2u? dv — v(3u + v) du,
which is homogeneous of degree 2 in (u,v). When we put v = z - u, we get

0 = 2u?(udz+ 2z du) — zu(3u + zu) du = v?{2udz + 2z du — 2(3 + 2) du} = v*{2udz — z(z + 1) du}.

. d
Figure 7.10: Some solution curves of the differential equation 2x3 Ey =y (3332 + y2).

Then we separate the variables,

b b (1 1Y
Cz(z4+1) 2u \z z+1 S




hence by integration, (v > 0 and v > 0, thus also z > 0)

1 1
k:lnz—ln(z+1)—§ lnu:ln(zjl . ﬁ) .
Taking the exponential we get with a new arbitrary constant C,
z 1 w1y 1y
241 y v+u y a2+y2 y  aZ+4+y?’

so by a rearrangement,

C =

1 .
0:z2+y27Ey:z2+y272cy+62762:z2+(yfc)2702, 2¢C =1,

and the complete solution is the system of circles of centre (0,c¢) and radius |¢| for ¢ # 0, supplied
with the line y = 0. $

Example 7.10 Find the complete solution of the differential equation

d;
2273 Y 4ot — 2%y 4 2y
x

This equation is homogeneous of degree 4. We consider instead the (almost) equivalent differential
form

(43@4 —z2y? + 2y4) dz — 2zy3 dy = 0.

Its singular point is (0,0). The degree 4 is even, so we have 1, 3 or 5 rectilinear solutions. The y-axis,
x = 0, is trivially a rectilinear solution. Other possibilities are found by insertion of y = az, which
gives the following equation in the constant «,

20t = 42t — 2*a® + 220t

which for x # 0 is reduced to 0 = 4 — o2, i.e. a = +2. We conclude that y = +2x are two rectilinear
solutions.

By the standard procedure, y = v -z, dy = vdx + z dv. Insertion into the differential form gives

0=2a"(4—0*+20") dz — 22" (vdz + zdv) = 2* {(4 — v?) dz — 220° dv},

ie. for z # 0,
dx 203 v? v?—4+4 4
— =g W= d() = A7) = —d(0f) - (),

hence by an integration and a rearrangement,

2
—c=v*+4In ‘vQ *4}+ln |z = (E) +41n
x

y\2 (Y 2 2 2
=) —d4{+Infz] = (=) +4In [y* —42?| - TIn |a],
x x
where —c is an arbitrary constant, and x # 0, and y # £2z. The complete solution is either the two
rectilinear functions
y = +2x,
or, it is implicitly given by the equation
y? +42%In |y? — 42?| — 7% In |z + ca® = 0,

where c¢ is an arbitrary constant. ¢



Example 7.11 Find the complete solution of the differential equation
8zy® dv = (32" + 62%y* — ') dy.

The equation is homogeneous of degree 4. It is easily seen that (0,0) is the only singular point.
Possible rectilinear solutions y = « - x satisfy the equation

8a3 :a(3+6a2—a4),

thus either o = 0, or by a small rearrangement,
0=a*+20>=3=(a>+1)° —4=(a®+3) (a® - 1),

from which we get the other possibilities, « = £1. We conclude that we have three rectilinear solutions,
y =0, y==z, and y=-—x.

We assume in the following that y = v -z, where v # 0, 1, —1. Then dy = vdz + x dv, and we get by
insertion,
0 = Szy’dr+ (y4 — 62%y? — 3m4) dy
= ! {8U3 +v (v4 — 602 —3)} de + 2° (U4 — 602 —3) dv
z? {U5 +20° — 31)} dz 4 {v4 — 607 — 3} do.

When we separate the variables, we get

dr  v*—6v2-3 dz vt —602 -3 1
0=2 4 L0 70 gy = 2 4(v?).
x Jr1)5—&—21)3—31) R Jr1}2(112—1)(112—1—3)2 (%)
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We multiply by 2 and decompose
dx 1 1 2
0 = 2—+{U—2—w—_1+m}d@2>
= dln(z?) + dln! (v¥) — dIn(v® = 1)* + dIn(o® + 3)”

2 2 2 2\ 2
9 o (V43 o (Y +3x
. . = dlI —_ .
d<a: v (v2 1)) dn(y (y2 =

The complete solution is then obtained by integration,

2 4 3.2\ 2
1> Yy or) k, where k > 0 is an arbitrary constant,
Y2 — 22

i.e. when we take the square root and allow the constant to be both positive and negative,

y? + 322

e > =G, C' arbitrary constant,

— T

supplied with the two rectilinear solutions y = +x, because y = 0 corresponds to y = 0.

Example 7.12 Find the complete solution of the differential equation
d 2
—y—&—g—(y) = -3, for x #0.
dr =« x

The equation is homogeneous of degree 0. Possible rectilinear solutions y = « - x must satisfy the

equation a + a — o? = —3, hence o = —1 or a = 3, and there are two rectilinear solutions, y = —x
and y = 3x.
dy v . .
Put y =v-x. Then — =z — + v, and we get by insertion,
dx dz
dv : dv
xa+v+va2:f3, ie. xa:0272073:(v+1)(’073),

and we get by separating the variables,

dz dw 1 dv +1 dv or 4%7 dv  dv
r  (v+1)(v—23) 4v+1 4v-3 r v—-3 v+l

Then we integrate,

41n |x|—|—kz:lnx4+k::ln [v=3—Injv+1=In

v—3 y— 3x
=1In
+1 y+x

Apply the exponential and let the sign go into the constant to get the complete parametrized solution

yi?’xfcfl or = M
y+x ’ ST ot

where C' € R is an arbitrary constant. When C' = 0, we get the rectilinear solution y = 3z. The other
rectilinear solution y = —x is not included, so it must be added.

1
If C > 0, we must require that = # :I:{‘/g. If instead C' < 0, the solution is defined for all z € R. ¢



d
Figure 7.11: Some solution curves of the differential equation %y + LA (g

2
) = —3, where we must
x x

assume that x # 0.

Example 7.13 Find the complete solution of the differential equation

%:(%)2—}%—1 for x > 0.

The equation is homogeneous of degree 0. Possible rectilinear solutions y = « - z must satisfy the
equation

a=ao’>+a—1, ie. a? =1, hence a==x1.
We conclude that y = x and y = —z are two rectilinear solutions.
d dv
Then we put y = v - x, &Y _ xr — 4+ v, thus by insertion,
dx dx
d d
x—v—&—vzvz—&—v—l, ie. a:—v:v2—1.
dx dx

We separate the variables,

dx dw 1(

r  2—1 2

1 1 d ent] 2dx 1 1 d
— I mor nvenien — = —
s b v, or more conveniently . =1 uorl v,

and it follows by integration, that

nz?+k=1In Y
v+1

—1‘ ‘y—x
=In
Y+

By the exponential and allowing the constant to be real we get the parametrized solution

— 1— C2?
—Cz? = sz_'_ii, i.e. when solving with respect to y, y==zx 1_'_70;
If C = 0 we get the rectilinear solution y = x. The other one, ¥y = —x must be added to this

parametrized solution.

1
If C < 0, we must assume that = # ”—70' IfC>0,thenx e Ry. O



d 2
Figure 7.12: Some solution curves of the differential equation 7y = (E) + v 1, where x > 0.
x x x

e

1 2
Figure 7.13: Some solution curves of the differential equation %y =1+ 1 (g) , where x > 0.
x

IS

Example 7.14 Find the complete solution of the differential equation

dy 1 ry\2
——_1+—(—) .
o 1 forx >0

The equation is homogeneous of degree 0. Possible rectilinear solutions y = « - x must satisfy

1
a=1+-a ie. 0=0a’—da+4=(a—2)>

4
We conclude that y = 2x is the only rectangular solution.
d d
Put y=v-x, Y _ Y + v. Then by insertion,
dx dz
dx dw 4 4z
— —4——-=0 C=1 — =1 o
x (v—2)2 ’ e nx+072 nx+y72x,
and the complete solution for x > 0 is either y = 2z, or
4x . .
Inx + 9 = C, where C is an arbitrary constant,
y— 2z
or
4
y=2x+ a for = # e©. O

C—-Inz’
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Example 7.15 Find the complete solution of the differential equation

d
Y_Y +tan(g).
x T

dx
This equation is homogeneous of degree 0, but it is not of polynomial type, so we can expect strange
™
phenomena. It is not defined for x = 0, or for y_ 5 + pm, p € Z, i.e. we shall avoid all lines
x

1
Y= <§+p)7r:c, for p € Z, and = = 0.
Possible rectilinear solutions y = « - x must satisfy the equation o = a4 tana, so tana = 0, which
means that a = pr, p € Z.

Then we use the standard method, which still applies, so we put y = v -z, dy = vdzx + x dv, from
which

ay_ o
dz da’

By insertion,

dv . v
v+xd—:v+tanv, le. r — = tanw.

T dx
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d
Figure 7.14: Some solution curves of the differential equation %y —_ —&—tan(g). They clearly behave
x x

wildly and are difficult to find, because all the rectilinear solutions are of the form y = pmwx, where
p € Z, and all other solution curves are lying in between. Here we have only sketched the rectilinear
solutions y = —2nx, y = —7x, y = wx and y = 2wx, and a few other solution curves in between.

Then we separate the variables,

dx CcoS v
— =cotv dv = —
T sinwv

dv = dln |sinwv|,

so by the usual procedure — integration followed by a rearrangement, then taking the exponential, and
finally building the sign into the constant,

C= sinv = 1 sin(g) , or sin(g) =(Cz. %

X

Example 7.16 Find the complete solution of the differential equation

ﬁ:gln

¥
dv " x
The differential equation is only defined for J > 0, i.e. for (z,y) in either the open first or the open

third quadrant. In each of these two open domains it is homogeneous of degree 0. Possible rectilinear
solutions y = « -  must satisfy the equation & = « - Ina, so either @« = 0, which is not possible, or

d
—yzx-—v+x,v>0and

a = e. Thus, y = e - x is the only rectilinear solution.Then put y = v - x, 1 q
x x

v # e, into the equation,

d
x—v—&—vzvlnx, ie. xdv=wv(lnv—1)dz.
dx
Then we separate the variables,
dx dv dlnv
- = = =dln |lnv -1
x  ov(lnv—1) Inv-1 n v =1,

so by integration for some constant k,

k=—-Inlz|+In|lnv—-1]=In

lnv—l‘



Figure 7.15: Some solution curves of the differential equation

Ay Y
de =z x

Taking the exponential and allowing the arbitrary constant to be negative we get

Y
In(=) —1
—Is = C, ie. In|y| —In |z| —1=Cuz,
x
so by a rearrangement and the exponential,

y=x-exp(l+ Cux), for C' an arbitrary constant. O

Example 7.17 Find the complete solution in the angular domain given by 0 < y < x of the differential
equation

dy oy

de  x— /Ty
The equation is homogeneous of degree 0. Possible rectilinear solutions y = « -  must satisfy
e

T1-Ja’

the only solution of which is « = 0. However, this is not possible, because y = 0 is excluded of the
domain.

o

dy do

We put y =v -z, e x e + v, where 0 < v < 1 by assumption. Then by insertion,
x x
. v
rT— +v= ,
d 1—+v
i.e.
dv v v —v+ v/ vy/v
r— = — = )



We separate the variables,

do 1=, o1 dv—ﬂz—zd(i> dv
x vy/v v/ v N

or by a small rearrangement,

dx 1 dv
= — 2 —_— _
0 - + d(\/1_1>+ -

We integrate for 0 < y < z and 0 < v < 1 to get with an arbitrary constant C,

2 T
Clnx+—+lnvlny+2\/j,
Vv y

Solving with respect to x we get

(%

)

C—lny\>
x:y(Tny) , where y > 0 and |C' — Iny| > 2. O

Example 7.18 Find the complete solution of the differential equation

d
Y _ -1+ 2\/§ in the open first quadrant.
dx x

The equation is homogeneous of degree 0. Possible rectilinear solutions y = ax must satisfy

a=—-1+2Va, thus (\/a— 1)2 =0, ie. a=1,

because o > 0. Hence, y = z is a rectilinear solution.

We put with an unknown function v > 0, y = v - &, where also v # 1. Then by insertion,

d
x—v+v:—1+2\/z_), ie. xdv:—(ﬁ—l)Q dz,

dx
5
3
.
! J///d
0 1 2 3 4 5

d,
Figure 7.16: Some solution curves of the differential equation 7y =-1+2 g. We have used the
x x

command, implicitplot, which explains why some of the curves are not quite correct.
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where we separate the variables,

2= 2= 2
. (Vv—1) (Vv-1) (Vv—-1)
so we get by integration (where z > 0 and y > 0 by assumption)
2 y 2z
1 k=-21 — 1|4+ ——=-21 -1+ ——-
nx + n!ﬂ |-i—\/5_1 n\/; ’—Q—\/g_ﬁ,
which with a new arbitrary constant ¢ can be reduced to

_Vr
Vi =T

supplied with the rectilinear solution y = z. ¢

dr _ dv _ 2bdV 2 (ooi41)dvee - 20VE

fln‘\/gf\/ﬂzc,

Example 7.19 Find the complete solution of the differential equation

In

dy 'y
dr =z

g, in the open first quadrant.
x

THE HOMOGENEOUS CASE

2dy/

Jo—1

(Vo-1)%

The equation is homogeneous of degree 0. Possible rectilinear solutions y = ax must satisfy

a=a-lngq, ie. a=e, (o = 0 not possible),

SO y = e - x is a rectilinear solution.
Then put y = v - x. We get by insertion

d d
x—v+v=v-lnv, ie. x—U=v~{lnv71}.

dx dz

The Wake

the only emission we want to leave behind

Low-speed Engines Medium-speed Engines Turbochargers Propellers Propulsion Packages PrimeServ

The design of eco-friendly marine power and propulsion solutions is crucial for MAN Diesel & Turbo.

Power competencies are offered with the world’s largest engine programme — having outputs spanning

from 450 to 87,220 kW per engine. Get up front!
Find out more at www.mandieselturbo.com

Engineering the Future — since 1758.

MAN Diesel & Turbo

184



http://www.mandieselturbo.com

Hence, by separating the variables,

d d dl
e Y = nv = dln |[Inv —1].
z  v-{lnhv—-1} Inv-1
. ) : : . dy oy oy
Figure 7.17: Some solution curves of the differential equation i In = in the first open quadrant.
r x

By integration,
In |lnv—1| =Ilnx + k,

hence with a new constant, which can also be negative,
Inv—1=c¢, ie. Inv=1+4cz.

so we finally get

g — el+c;c
x

14cx

V= , ie. y==zx-e

For ¢ = 0 we get the rectilinear solution y =e-z. ¢

Example 7.20 A dog and his master are standing opposite to each other on each side of a river of
width a > 0, which flows with the speed ¢ > 0. At time t = 0 the dog jumps into the water and starts
swimming at a constant speed v > 0, always in the direction of his master.

Assume at time t = 0 that the coordinates of the master is (0,0), and of the dog (a,0), and that the
flow of the river is parallel to the y-axis.

1) Derive the differential equations, which describe the coordinates (x(t),y(t)) of the dog as functions
in time €.

2) Use the above to derive the differential equation of y = y(x) as a function in x, and find the
solution.

3) Finally, find the time it takes the dog to swim across the river, whenever this is possible.

Clearly, 0 < = < a, and due to the sidewards drifting, y > 0, where y = 0 is only possible for z = a
or x = 0.



1)

(0,0) (a,0)
Man River Dog

Assume that the dog at time ¢t > 0 is at point (x,y) in the river. The speed is v, and its direction
is defined by (—z, —y), so its velocity vector at point (z,y) is

).

S
R A

The drifting of the dog is equal to the velocity (0, ¢) of the river.! When we add these two velocities
we obtain the combined velocity vector field of the dog,

@ (0).9/(1) = ( T T y>

so the differential equations in ¢ are

dx v dy vy —cya?+y?

Ei ,/1'2+y2’ dﬁi ,/1’2+y2
. dz .
Since O < 0 for all 0 < z < a, we can eliminate ¢ to get

dy vy —eyva? +y?

dx v ’

which is an homogeneous differential equation of order 0. Using the standard procedure we put

dy du+ y
=z-u —~=zr—+u u==.
4 ’ dz dz ’
Then
x%M:L VItw S mr
x v v

which is reduced to

x%:—fx/l—i—u?

dx v

IThere is a small disturbing error in [9], where this example was found. The coordinates are not (c,0) as indicated,

and the following equations of [9] are also wrong. The result, however, is correct.



There is no rectilinear solution, because ¢/v > 0 and v/1 4+ u? > 1 # 0. We get by separating the
variables,

du c do

Vitar v oz’
and by integration,

k
arsinh u = _< Inx+ k1 = ¢ ln<—) ,
v v x

where k € R, is an arbitrary constant. Hence,

U = ¥_ sinh(c 1n<k>) ,
x v x
and the complete solution is

k
y = x - sinh (2 hl(m)) , k arbitrary constant.

The initial value is given by the dog’s position at ¢ = 0, i.e. ((0),y(0)) = (a,0), from which we
conclude that k = a, and the searched solution is given by

yzxsinh(E 1n<g)), 0<z<a.
v x

SIE

(0.0 @0)

Figure 7.18: Some solution curves for wvarious values of ¢/v < 1. The upper curve corresponds to
¢ =v, and the curves below corresponds to decreasing values of c/v.

3) The solution is also written

s = 3oz () (-2 n(2)

c/v c/v c/v
_ 7 (2) _ (f) e A for z > 0 small.
2 x a 2

It follows that we only get lim, o4 y(z) = 0, when ¢ < v. If so, then

dx VT v

dr _\/m B _cosh<§ ln(%))7
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so by separating the variables,

= —peosn(Em(§)) =5 {5 ()

1 1
- _ )= c/v, .—c/v = —c/v _ ..c/v
{21} a T + 7 a T } dzx,

1 1 c 1 c
t—'—k2 = —% {ac/v. 1_21'1_? +a_c/v. 1+£x1+v}
1 c/v . —c/v .
= __{a :El_v_’_a—xl—"_v}.
2 v—c v4c

When t = 0 we have x = a, so the constant ks is given by

1 ( a®/v a=¢/v a 1 1 av
ho— —— 4 . 1—c/v “ 0 l4e/v __Z —
? 2{1}—0 “ +v+c “ 2 v—c+v+c —c?’

and we get by insertion and rearrangement,

av L(a¥ | ¢ a= ¢ |, .
t= - = v +u L
v? — 2 2{v—cw +v—|—cx

The dog wil reach the opposite bank at time

T= lim t(z) = av

- when 0 < c¢ < v.
x—0+ ve — C

EXPERIENCE THE PO\
FULL ENGAGEMENT...

RUN FASTER.
RUN LONGER..
RUN EASIER...

i
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We note the limiting case ¢ = v, where the solution is given by

y:xsinh(ln(%)) :g{%fg} %{aérg},

or, by another rearrangement,

2ay = a® — 22,

which is a parabola. The dog will reach the bank at the point (0, g) at time ¢ = 400, i.e. not in
finite time. ¢

Example 7.21 Find the system of curves y = f(x), which satisfies the following condition. If (x,y)
is a point on one of the curves from this system, then (x,y) has the same distance from (0,0) as
the intersection point of its tangent with the y-azis.If (xo,yo) is a point on a solution curve, then its

tangent is given by
Y—Y = fl(iﬂo) “(z — ).
Its intersection point with the y-axis is given by z = 0, so
y = yo — f'(x0) - 20,
the absolute value of which should be equal to \/m .
Writing (x,y) instead of (xo,yo) we get the condition

For = # = we get

o i ()

which is homogeneous of order 0, so we put

d d
dy _dw . ¥

=x-u
y ’ dx dx x

and get after the usual reduction,

T e
dz

We separate the variables,
du " dz
VT4 u? z
By integration,

arsinh u = k £+ 1n |z,
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from which
u="2 = sinh(k £+ In |z|) = sinh %k - cosh(ln |z]) £ cosh k - sinh(In |z|).
x

By a small tedious argument it can be shown that this is a system of parabolas,

_» C
20 27

Y C an arbitrary constant. O

v
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8 The homogeneous case where L(x,y) and M(x,y) are poly-
nomials of degree 1

8.1 Theoretical background

A special important case occurs, when the differential form is of degree 1 and has polynomial coeffi-
cients. The reason is the following. One is often interested in the behaviour of the solutions in a small
neighbourhood of a singular point, where some unexpected phenomena may by expected. So let us
consider the differential form

L(z,y)dx 4+ M(x,y)dy = 0,

where L(z,y) and M(z,y) for the time being are C*° functions. Its singular points are here defined
as the solutions of the two equations

L(z,y)=0 and M(z,y) = 0.
There may be no finite singular points. A trivial example is
l+z+y)de+(z+y)dy =0,

because the two lines 1 +x +y = 0 and = + y = 0 never intersect. It is, however, easy to see that the
solution is given by 2z + 22 4+ 2zy + y? = ¢, where c is an arbitrary constant.

Then let (x0,y0) be a singular point. Using the translation & = ¢ — z¢ and § = y — yo we see that
we may assume that the singular point is (0,0), and we shall hereafter again write (z,y) instead of

(@,9).
By a Taylor expansion,

L(z,y)=Az+By+---, and M(z,y)=Cx+Dy+---,

where the dots indicate higher order terms which are small in the neighbourhood of (0,0) compared
with Az 4+ By and Cz + Dy. Here, A, B, C and D are real constants, not all of them 0. Thus, in a
neighbourhood of the singular point (0, 0) it suffices to consider the approximate homogeneous system

(8.1) (Az+ By)dz + (Cx + Dy)dy = 0,

for x, y small. Of course one shall also consider (8.1) for large  and y, but then the approximation is
bad for large x and y. However, such an extended investigation may shed some light on the structure
of the solution, so we shall also do it here and only give the warning that in general it is not a good
model of what is going on far away from the singular point.

We shall in practice recommend the standard procedure, which can always be applied in the homoge-
nous case, because it is so easy to remember, which solution formule in general are not. Let us briefly
sketch the method, already given in Chapter 7. We put with a new unknown variable

Yy=v-x, dy = xdv + vdz,

where we formally must assume that x # 0.

Using the standard procedure above on the equation (8.1) we get

z(A+ Bv)dz + z(C + Dv)(zdv +vdx) =0,



which for x # 0 is reduced to
{A+ (B+C)v+ Dv*} dz+ (C + Dv)dv =0,

The variables can here be separated,

dz C+ Dv

x +A+(B+C)U+Dv2dvzo

In order to proceed we must use the possible roots of the denominator and then decompose the result,
before we integrate.

Then we turn to the theory in order to explain what we may expect. Here we do not necessarily use
the standard method given above, and the reader may of course alternatively in practice use formulae
developed in the following.

We shall first consider the various cases, in which at least one of the constants A, B, C, D is 0 in the
equation

L(z,y)dx + M(z,y) dy = (Az + By) dx + (Cz + Dy) dy = 0.

1) If A= B = C = D = 0, the differential form is the zero form, and every C! function y = y(z) is
trivially a solution of 0 dx + 0dy = 0.

2) If just one of the constants is # 0, the solution is also trivial.
a) If A # 0, then Avdz = 0 has the solution 4 % = constant, which can be reduced to = =
arbitrary constant.
b) If B # 0, then By dx = 0 has the solutions x = arbitrary constant, supplied with y = 0,
c) If C #0, then Czdy = 0 has the solutions y = arbitrary constant, supplied with = 0.
d) If D # 0, then Dydy = 0 has the complete solution y = arbitrary constant.

3) Then assume that precisely two of the constants are 0. We have the following possibilities.

a) If A = B =0, while C, D # 0, the differential equation (Cz + Dy)dy = 0 has the solutions
Cz + Dy = 0 and y = an arbitrary constant.

b) If A= C =0, while B, D # 0, the differential equation Bydx + Dydy = y{Bdz + Ddy} =0
has the solutions Bx + Dy = constant, supplied with y = 0.

¢) If A= D =0, which B, C # 0, the differential equation Bydz + Czdy = 0 has the complete

solution |z|®|y|® = constant. The proof is easy. Just apply the standard procedure described
previously in Chapter 7.

d) If B=C =0, while A, D # 0, the differential form is exact, so the solutions of Az de+ Dy dy =
0 is given by (where we have integrated and then multiplied by 2),

Az? + Dy? = arbitrary constant.

e) If B=D =0, and A, C # 0, then the differential equation Axdx+ Cxdy = z{Adx+Cdy} =
2 d(Az + Cy) = 0 has the complete solution = 0 and Az + C'y = arbitrary constant.

f) If C = D =0, while A, B # 0, then the differential equation (Az + By) dxz = 0 has the soluions
x = constant, supplied with Az + By = 0.



4) Assume that just one of the constants is zero.

a) If A =0, the differential equation becomes Bz dz + (Cz + Dy)dy = 0, the complete solution
of which is

ly|°|(B + C)x + Dy|? = arbitrary constant.
b) If D =0, the differential equation becomes (Ax + By) dz + Cxz dy = 0, the solution of which is
|z|B|Az + (B + C)y|® = arbitrary constant.

¢) The cases, where either B = 0 or C' = 0 are treated as if all four constants were # 0. See below.

5) Finally, assume that A, D # 0, and that at least one, possibly both, of the two remaining constants
B, Cis #0.

a) First assume that B = C.h en the given differential form is exact,
1
0 = (Az + By)dx + (Bx + Dy)dy = 3 d(Az® + 2Bay + Dy?), B =C,
so the complete solution is implicitly given by

Az? + 2Bxy + Dy? = k, where k is an arbitrary constant.

If furthermore D = 0, then the calculations become trivial (left to the reader). If instead
D # 0, then we write the equation above in the form

BN AD-B L
Yy Diﬂ D2 x° = k.

Here we have three possibilities.

i) If AD — B% > 0, i.e. B2 < AD, then k = a? must be positive, and the complete solution is
a system of ellipses surrounding the singular point (0,0). No proper solution curve passes
through (0,0), which is also called a centre.

ii) If AD — B? = 0, i.e. B2 = AD, then k = a® must be nonnegative, i.e. a € R, and the
complete solution is a bundle of parallel lines, Dy — Bx = Da, a € R.

iii) If AD — B2 < 0, i.e. B> > AD, then we get two straight lines for & = 0, intersecting at the
singular point (0, 0),

Dy = (B +B? - AD) z.
If k£ # 0, we get hyperbolas, lying in the interior of the angular domains, defined by these
lines. The singular point (0,0) is called a col or a saddle point.
In the following we assume that B # C.
We derived previously, when we used the standard procedure,

do C+ Dy o 4T Cz + Dy "
r A+ (B+Cw+Dv2 x  Az2+ (B+Clay+ Dy?

82 0=

Even though we have eliminated v, but not dwv, in this equation, it still gives us the hint that

{A2® + (B + C)zy + DyQ}_1
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ought to be an integrating factor of (8.1). So let us try this idea and then see what happens.
Divide (8.1) by Az? + (B + O)ay + Dy?, assuming tacitly that this polynomial is # 0. Then we get

(Az + By)dz + (Cz + Dy) dy

(83) 0= Az? + (B + C)zy + Dy?

The almost trivial cases, where A or D is 0, are left to the reader, so we assume in the following that
A-D #0. Then the denominator can be written

Dy? 4+ (B + C)xy + Az = D(y — \iz) (y — Xaz)

where A1 and Ay are the two roots of the corresponding quadratic equation, i.e.

M| —(B+C)+/(B+C)?—4AD
A2 }_ 2D ’

Again there are three possibilities.

1) If (B+ C)? > 4AD, then the roots A1, A2, are real and distinct.
2) If (B + C)? = 4AD, then A\; = Ay = ) is a real double root.

3) If (B + €)% < 4AC, then A1, Ay are two complex conjugated roots.
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We shall in the following go through these three possibilities.

1) We first assume that the roots A\; # Ay are both real. Then we can find constants uq and pe, such
that (8.3) can be written in the following way,

(Az 4 By)dx + (Cx + Dy)dy 5 (Az + By)dz + (Cz + Dy) dy
Axz? + (B + C)zy + Dy? D(y — Mx) (y — Aax)
p1(y — Aox) (dy — A1 da) + pa(y — M) (dy — Ao da)
(y — Miz) - (y — Aox)
d(y — M) d(y — Aex)
+ p2
y— Mz Y — Ao

= /’[’1

where by some tedious computations,

(B+C)++/(B+C)2—4AD (B+C)—/(B+C)2—4AD
2D ’ 2D ’
C-B L C-B
/(B 1 C) _4AC e JB1 0P _dAC

When we integrate the exact differential form above for y # A1 and y # Aox, we get for some
arbitrary constant ki,

A= — Ay = —

=1+

(84)  p1In|ly— Mzl + p2 In |y — dex| = Ky,

so we get by the usual way of including the possible sign into the constant,

(8.5) |y —\z|" -y — X[ =K,

where we also allow k£ = 0, as well as y = Az and y = Aoz, if the left hand side makes sense.

Since 1 + p2 = 2, and 1 and us are real, at least one of them, p; say, is > 0. Choosing k£ = 0 we
conclude that y — A\yz = 0 is a rectilinear solution.

If also pus > 0, we conclude that y — Asx = 0 is also a rectilinear solution. If instead us < 0, we
just multiply (8.4) by —1, and then (8.5) is replaced by

ly = M| -y — Aoz T =k,
where for k = 0 and e > 0 follows as above that y — Aoz = 0 is also a rectilinear solution.

We shall for convenience use (8.5) as the structure equation of the solution, when the roots Ay # A2
are both real. We shall later return to the case, when A; and Ao are complex conjugated, because
then a modified version of (8.5) can be applied. Note also, that p1 and ps may be multiplied by
the same arbitrary constant k # 0 to get more convenient values of the exponents.

The singular point (0,0) is a col, also called a saddle point, in the case described above.
2) Then we assume that (B + C) = 4AD, so

B+C

M=o =A==




is a real double root. In this case it is easiest to use the standard transformation y = v -z, in
which case we get (8.2),

C
dx C+ Dv dx U+B
0 = ?+A+(B+C)'U+DU2 U_x+< B+(]>2dv
v+
D
B+C C-B
dz T Sp TS dz dv C-B dv
= —+ ;- dv=— ot 5
T B+C N 2D +B+C
oD 2D "ToD

Integrate to get

k1 In|z|+In |v+

2D 2D U+B+c
2D
(B—-C)x
2Dy + (B+C)x’

B+C‘ B-C 1
+

In 2Dy + (B + C)z| —1n |2D| +

Then, with a new arbitrary constant ks,

(B-0C)x
2Dy+ (B+C)x

In 2Dy + (B + C)z| + = ko,

which is the general structure in this case.

We mention again that if B = C, the complete solution is a parallel bundle of straight lines,
Dy + Bx = k. If B # C, every solution passes through the singular point (0, 0), which is called a
node in this case.

3) Finally, when (B + C)? < 4AD, the two roots A1, A2 are complex conjugated, Ao = A1, and (8.4)
is replaced by

(8.6) 1 log(y — Aiw) + p2 log(y — Aoz) = ki,
where log denotes the many-valued complex logarithm. We still have with a trivial modification,
C—-B . C-B

_ - i — 14 i
- Jide (Bt O) 2 JiAc— (B+O)?

o pi2 = fi1, and the solution (8.6) becomes

ki = p1log(y — Miz) + p2 log(y — Aew) = 2R {1 log(y — A1)}
C-B
= om(1- (In Jy — \z| + Y
{( \/4AD_(B+C)2> (In |y — M| + i arg(y 1%))}
C-B

arg(y — \1z) .

2In |y — Mz +2

VAAD — (B+ C)%’



The trick is to write y — \jx = o - €’®, where this expression is only 0 at the singular point (0,0),
because A1 is a complex number. Then

k1 In o+ C-B

L —Inp

2 V4AD — (B + C)?

)

SO

C - BV
0=y —Mz|=ks exp| — o], ©cR,
V4AD — (B +C)?

which for B # C' defines a system of spirals. In this case the singular point (0,0) is called a focus.

ALTERNATIVELY, we may apply the standard method, described in the beginning, i.e. we put
y =v-x. Then, by (8.2),

dx C+ Dv
0 = 7+A+(B+C)U+Du2dv

dv 1 2Dv+(B+0) 1 B-C

= —+- v+ - dv
v 2D+ (B+Cl+A 2D+ (B+Clw+ A
1 1B-C dv

= —d(In(Dy*+ (B + C)zy + Az?)) + =
5 Aln (Dy"+ ( )y )35 B+C\?  4AD—(B+C)?

Ry D2

1 _

= —dln(Dy*+ (B + C)zy + Az?) + B-¢ d arctan 2Dv B+ C ,
2 V4AD — (B +C)? \/4AD — (B + C)2

where we assume that z # 0. When we integrate we get implicitly for > 0 say, the complete
solution

In(Dy? + (B + C)zy + Az?) + B-C arctan 2D+ B+ C =k
\V4AD — (B + C)? V4AD — (B +C)?

Similarly, when = < 0.

The differential form, however, is not exact in R\ {(0,0)}, so the two solutions in the half-planes
2 > 0 and z < 0 can only be joined continuously (for appropriate choices of the constants) for
either y > 0 or for y < 0, but not for both open half-axes at the same time.

8.2 Examples
Example 8.1 Find the complete solution of the differential equation

ydr —xdy =0.

The equation is homogeneous of degree 1. Clearly, (0,0) is a singular point, and the only one.
By the uniqueness theorem there is just one solution curve through every other point in the plane.
Furthermore, A =0, B=1,C = -1 and D = 0, so (B + C)? = 0 = 4AC, and there exists at least
one rectilinear solution.



We then find the possible rectilinear solutions. Clearly, the axes £ = 0 and y = 0 are both solutions.
Assume that y = « - ¢, where a € R is a constant. By insertion,

yde —zdy = axder —z - adr = z(a — a) dax = 0,

so every straight line through (0,0) is a solution, and these form the complete solution.

This is of course a very extreme example.

Example 8.2 Find the complete solution of the differential equation
(r+y) de + (x + 2y) dy = 0.

The differential form is homogeneous of degree 1, and A =1, B=C =1and D =2,s0 (B+ (C)? <
4AD, and there is no rectilinear solutions. It is no need to use the theory of homogeneous differential
forms further, because it is already exact, which follows from the calculations

0

1
(x+y)de + (z +2y)dy = dz + {ydz + zdy} + 2ydy = §d(x2) + d(zy) + d(y?)
1
= 3 d(ac2 + 2xy + 2y2) .

Then by integration,
2+ 2zy 4+ 2y = (v +y)? +y* = d?, a>0,

which describes a system of ellipses. ¢
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Figure 8.1: Some solution curves of the equation (x+y) de+ (x+2y) dy = 0. No solution curve passes
through the singular point (0,0), which is a centre. Centres are unstable in the sense that if B # C,
no matter how small the difference is, then the centre is turned into a focus, and the solution curves
spiral away or towards (0,0).

Example 8.3 Find the complete solution of the differential equation

(x —2y)de +2xdy = 0.

The equation is homogeneous of degree 1, and A=1, B= -2, C =2,and D =0, so (B+C)? =0
4AD, and we have one rectilinear solution. This is easily seen by inspection to be x = 0.

Figure 8.2: Some solution curves of the equation (x — 2y) dv + 2z dy = 0. We see how the solution

curves with the rectilinear solution © = 0 as a tangent in the limit, tend towards the singular point
(0,0), which is a node.

Instead of using the standard procedure (left to the reader as an exercise) we divide the equation by
222 for 2 # 0. Then we get a closed differential form,

1 1 1 y
0= %dx—y-ﬁdx—l—;dy: dln(\/|x|) + d(;),

so when x # 0 we get by integration
Y im V0l =e, which is written y = ¢ -z — xIn /|2, c arbitrary constant,
x

supplied with the vertical line z = 0. ¢



Example 8.4 Find the complete solution of the differential equation
(r+y)de+ (—xz+y)dy =0.

The differential form is of degree 1, where A =1, B=1,C = —-1land D = 1,50 (B+C)? =0 <
4AC = 4, and there is no rectilinear solution. As B # C, the singular point (0,0) is a focus, and the
solutions spiral either away or towards it.

We divide for (z,y) # (0,0) the equation by x? + y?. Then we get

_xdr+ydy yd:vfa:dy_ld(JEQ—l—yQ) ydor —xdy
B z2 + y2 22 + 12 9 z2 + y2 x2+y2

Figure 8.3: Some solution curves of the equation (x + y) dx + (—x +y) dy = 0. All solution curves
start from the singular point (0,0), which is a focus. Foci are so to speak “disturbed centres”.

This structure clearly invites us to apply polar coordinates instead. So if x = r cos¢ and y = r sin ¥,
then the equation is written

2sin¥d cos? — cos¥dsind
0= dr—&—r Sy ceos 3 cosvesmy _ dr—(sin219+c05219) dy = dr — dv,

hence by integration, k = Inr — 9, from which we get the spirals, described in polar coordinates,

r=0C- eﬂ, C > 0 an arbitrary constant. O

Example 8.5 Find the complete solution of the differential equation
(x + 6y) de + (6y — x) dy = 0.

The equation is homogeneous of degree 1, and (0,0) is the only singular point. By identification,
A=1,B=6,C=—-1and D =6, so

(B4+C)>=25 and 4AC =24< (B+C)2

We conclude that there must be two rectilinear solutions, y = « - x, where the slope «a satisfies the
equation

1 1
O:1+6a+a(6a—1):6a2+5a+1:6<a+§> <a—|—§>.



1 1
We conclude that y = 57 and y = —3 x are the two rectilinear solutions.

1 1
Then we put y = v -z, dy = vdz + x dv, where v # —3 T3 We get by insertion,

0 = 2(6v+1)dz+2(6v—1)(vdx +zdv) =z {(6v+ 1+ 6v> —v) dz + z(6v — 1) dv}
= z{(6v* +50+1) dz + z(6v —1)dv}.
Separating the variables,
dz 6v—1 dz 6v—1

0 = ?+6v2+5v+1 U:?+6(v+%)(v+%)

dx {1 —-2—-1 1 1 -3—-1 1 }d
- 1,1 1T 1,1 1 v
6—g3+zvtg O6-g5+zv+s

- 4 1\’ 1\*
(1m+{ 5 —|—1}dv:dln x(v—|—3> (v+2) .

T v—i—% v+ 5

dv

+
x

Figure 8.4: Some solution curves of the equation (x + 6y) dr + (6y — x) dy = 0.

By integration with an arbitrary constant k,

-3 4

1 1 1 3% 2y +2)?

k= Z Z) =2-33Bu4+1)3 Qv+t 2
x<v+3> (v+2> z-3°(3v+1) 24(v+ ) 2 Byt a)t

so with another constant,

(2y + o)

—= = where C' € R is an arbitrary constant
supplied with the rectilinear solution 3y + = = 0.

In polar coordinates the above solution is written

3sind 50)3
r=C- W, where C' is an arbitrary constant. O



ORDINARY DIFFERENTIAL THE HOMOGENEOUS CASE WHERE L(X, Y) AND
EQUATIONS OF FIRST ORDER M(X, Y) ARE POLYNOMIALS OF DEGREE 1

Example 8.6 Find the complete solution of the differential equation
(4x — 3y) dx + (y — 2z) dy = 0.

The equation is homogeneous of degree 1, and (0, 0) is the singular point. The coefficients are A = 4,
B=-3C=-2and D=1,s0 (B+C)?=25> 16 = 4AD, and we conclude that we have two
rectilinear solutions. Neither x = 0 nor y = 0 is one of these, so if y = ax is a rectilinear solution,
then o must satisfy the equation

0=Da’+(B+Cla+A=0a>—-5a+4=(a—1)(a—4).

The roots are a; = 1 and ay =4, so y = x and y = 4z are the two rectilinear solutions.

&Q

N

Figure 8.5: Some solution curves of the equation (4x — 3y) dx + (y — 2zx) dy = 0.
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Puttingy = v -z, dy = xdv + vdx we get
0==xz(4-3v)dz+z(v—2)(zdv+vdr) =z {(v’ = 5v+4) dz+ z(v — 2)dv},

so when we separate the variables,

0 da:+ v—2 4 da:+ 1 1 +1 1 d
= — —_——— QU = — — — v
z  (v—1)(v—4) T 3v—1 2v—-4 ’

and after some reductions,

023% +dln Jv— 1]+ 2dIn [v— 4| = d(In |2*(v — 1)(v = 4)*|) = dIn (|(y — 2)(y — 42)?|) .

Then by integration, follows by the exponential and building the sign into the constant,
(y —2)(y — 42)* = C, where C' is an arbitrary constant,

and where the two rectilinear solutions, y = x and y = 4x, are obtained for C' = 0. ¢

Example 8.7 Find the complete solution of the differential equation
(8y + 10x) dz + (by + Tx) dy = 0.

The equation is homogeneous of degree 1. We have two rectilinear solutions. Their slopes a satisfy
the equation

0=Do*+ (B+C)a+A=5a"+15a+10 =5 (a® + 3a+2) = 5(a + 1)(a + 2),
so the roots are « = —1 and o = —2, and the rectilinear solutions are
y=—x and y = —2z.

Then put y =v -z, dy = xdv + vdx. By insertion,

0 (8vz 4+ 10x) dz + (bvz + Tz){x dv + vdz}

= 2*(5v+7)dv+z(8v + 10+ 5v° + Tv) da
= z{z(5v+7)dv+5 (v>+3v+2) dz}.

Then we separate the variables,

) ov+ 7 5 ov + 7 5 2 3
0=2de+ -0 qu=2dp+—2"0 g4p=2 2 2 )
x x+02+30+2 'T T x+(v+1)(v+2) R +<v—|—1+v+2> v

thus by integration,

c=5ljz[+mw+1)2+hv+27=n|z*(v+1)* 2°(v+2)% =In |(z+9)* (y+22)°|.
Then apply the exponential and build the sign into the constant to get the complete solution

(y +2)(y +22)* = C, C' an arbitrary constant,

where C' = 0 corresponds to the two rectilinear solutions. ¢



ORDINARY DIFFERENTIAL THE HOMOGENEOUS CASE WHERE L(X, Y) AND
EQUATIONS OF FIRST ORDER M(X, Y) ARE POLYNOMIALS OF DEGREE 1

Figure 8.6: Some solution curves of the equation (8y + 10x) dx + (5y + 7x) dy = 0.

Example 8.8 Find the complete solution of the differential equation

(Te =3y —T7)dr + (3x — Ty — 3) dy = 0.
When we translate the equation, t := x — 1, then the equation becomes homogeneous of degree 1 in
(t,y),

(71t —3y)dt + (3t — Ty)dy =0,

so the singular point is (¢,y) = (0,0), ie. (z,y) = (1,0),and A=7, B=-3,C =3 and D = -7,
so (B+ C)? =0 and 4AD = —196 < (B + C)?, so we conclude that we must have two rectilinear
solutions y = a1t and y = aist, because x = 0 is not a solution. The equation

0=Da®>+(B+Cla+A=-7a*>+7=-T(a—1)(a+1)

has the two roots a = £1, so the two rectilinear solutions are y = +t = +(z — 1).

&

Figure 8.7: Some solution curves of the equation (Tx — 3y — 7) dv + (3z — Ty — 3) dy = 0.

Then we write y = v - t, dv = tdv + vdt and get by insertion,
0= (7Tt — 3vt)dt + (3t — Tot)(vdt + tdv) =t {7 (1 —v?) dt + ¢(3 — Tv) dv}.

We separate the variables,

dt 3-Tv Tv—3 2 5
0 7t+1—v2dv 7dn|t|—|—(v_1)(0+1)dv dln |¢ +{v—1+v—|—1}dv

dln [t|" + dIn(v — 1)* + dIn (v+1)°| =dln|(y—t)* (y+1)°|.



Then integrate, apply the exponential and build the sign of the expression into the constant to get
the complete solution

(y—t)?-(y+1)°=C, ie. (y—z+1)* (y+x—-1)°=C, C an arbitrary constant,

where the rectilinear solutions are obtained for C' = 0. ¢

Example 8.9 Find the complete solution of the differential equation
(—22 43y —7)dr + (4o — by + 13) dy = 0.
The equations of the singular point are
—2x+3y=1, and 4x — by = —13,
from which we conclude that (xo,y,) = (—2,1) is the only singular point. Then change variables to
1 =2+2 and y1=y— 1.
Then the equation becomes homogeneous of degree 1 in the new variables (x1, 1),
(—2x1 + 3y1) dzq + (41 — 5y1) dy1 = 0.

Here, A= -2, B=3,C=4and D = —5,50 (B+C)? =49, and 44D = 40 < 49 = (B + C)?, so
there are two rectilinear solutions y; = « - 1, where the slope « satisfies the equation

2
02+3a+(45a)a5a2+7a25(a1)<ag),

2
soa=1lora= 5 This gives us the two rectilinear solutions

Y1 =21 and Y1 = £ T,

5
which in the original coordinates are written

y—xz—3=0 and 5y —2x — 9 =0.
Put y; =v -1, dy1 = 21 dv + vdz;. Then by insertion

0=21(—2+4+3v)da; + z1v(4 —5) dry +$%(4 —5v)dv =1 {(—51}2 +Tv — 2) dzq + 21(4 — 5v) dv} ,
and separation of the variables,

O—E_l 4_5U dv_ﬂ—i-l dU +2@_g
x5 2 x 3v—1 3 v 5
(v—1(v—=

5

We integrate to get with an arbitrary constant k,

k

2\? 2\ 2
31n|z1|+1nv1|+1n<vg> 1n|ylzl|+1n<yg)

= Injy; — x1| + In(5y — 22)* — In 25.



Figure 8.8: Some solution curves of the equation (—2x + 3y — 7) dx + (4o — 5y + 13) dy = 0.

Then apply the exponential and redefine the constant to become real, no matter the sign,

(yl — 331) . (5y1 — 2331)2 =C.

For C' = 0 we get the two rectilinear solutions.

Finally, we translate beck to the original coordinates, x1 = x + 2 and y; = y — 1, to get the complete
solution

(y —x—3)-(by — 2z —p)? = C, where C' € R is an arbitrary constant. O
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Example 8.10 Find the complete solution of the differential equation
(92 —2y —7)de + (—2z+ 6y —4) dy = 0.
We shall first find the singular point, i.e. solve the equations

9r —2y =17 and —2x+ 6y =4.

Figure 8.9: Some solution curves of the equation (9z — 2y — 7) dv + (=22 + 6y —4) dy = 0.

It follows immediately by inspection that (zo,y0) = (1, 1) is the singular point. Using the transfor-
mationzy =x—xzg=x—landy; =y —yo =y — 1 we get

(9I1 — 2y1) dxi + (—2331 + 6y1) dy; =0,

where A=9, B=—-2,C = —2and D = 6. We clearly have (B+C)? < 4AD, so there is no rectilinear
solution. Since B = C = —2, we can already conclude that the solution curves must be a system of
ellipses around the center (singular point in (z1,y1)), and the differential form must be exact, and lo
and behold,

0 = (91‘1 — 2y1) dIl -+ (721’1 -+ 6y1) dyl = 9’1’1 dx1 -2 (yl dx1 -+ I dyl) -+ 6y1 dyl
9
= d(§ x? —2z11 + Sy%) ,

and we get by integration
C = 922 — 4da1y; + 6y3, for C > 0 an arbitrary constant,
or, in the original coordinates
C=9x—-1)2—4(x—-1)(y—1)+6(y—1)2 for C' > 0 an arbitrary constant,

which of course may be calculated, but this form is the most convenient one. ¢
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Example 8.11 Let k € R be a constant, and consider the differential equation
(kx+ky+y)de—(x+y)dy =0.

Specify the values of k, for which the differential equation has none, one or two rectilinear solutions.
Find the complete solution for k =0, and for k = —2.

We first note that no matter the choice of k& € R the y-axis, x = 0 is never a rectilinear solution, so
the possible rectilinear solutions must have the structure y = « - = for some constant o € R, where
we by insertion see that o must satisfy the equation 0 = z(k + k- « + o) dz — a(1 + «) da, which is
reduced to

E+(k+Da—a?>—a=k—-a?=0, or o = k.
1) If k < 0, there is no rectilinear solution.
2) If k = 0, there is one rectilinear solution, namely y = 0.

3) If k > 0, there are two rectilinear solutions, y = +vk -z

Figure 8.10: Some solution curves of the equation y dx — (x +y) dy = 0.

Figure 8.11: Some solution curves of the equation (—2x — y) dx — (x + y) dy = 0.

If K =0, we get the equation

0=yder—(z+y)dy =ydx — xdy — ydy.

208
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As mentioned above, y = 0 is the only rectilinear solution. When y # 0, we divide by 32 and get an
exact differential form,

1 1
O0=-dr—2- —dy= d<f> — dln |y,
Y Y Y
so by an integration,

S ) ly| = C, or x=yln |y| + Cy, where C' is an arbitrary constant.
Y

If instead k = —2, then the equation becomes exact,

1 1
0=—2xdr—2yde +yder —xdy —ydy = —d(fﬂz) — d(2y2) —d(zy) = —d<x2+xy~|— 2y2> ,

so by a trivial change of sign, followed by an integration we get

1 1\ 1
C=w2+wy+y2:<x+y> + 5y

2 2 4

so C > 0, and the solution curves form a system of ellipses. The singular point (0,0) is a centre. ¢

Click here &
to learn more 8

pply by  § World class L2 d

5 January research www.mdh.se HLAROALEN INERSTY

209



http://s.bookboon.com/mdh




9 Some simple implicit given differential equations.

In this section we list some important differential equations of first order, where a solution formula is
known. Some of them are latently based on some integrating factor, but it will not be necessary to
indicate the integrating factor in all cases. It should be noted, that when 3’ in the equation is given
implicitly, we may not in all cases get existence or uniqueness theorems.

9.1 The equation z = g (/).

We start with the simple equation, where y itself does not occur, and where x is given as a function
of the derivative 3’ of y. We have the following theorem

Theorem 9.1 Let g: |ti,t2][ — R be a strictly monotone C-function, and put

= inf t d b= t).
a:=, mf gt) an S 9(t)

Then the solution of the differential equation

o(2)

is defined for x €la, b, and it is given by the parametric description

x=g(t) and  y=c+ /tg’(t) dt,
where ¢ s an arbitrary constant.

PROOF. Since g(t) is of class C! and strictly monotone, the map x = g(t) has a uniquely determined
inverse t = h(x), which is also of class C'. In particular, the differential equation can be written
y' = h(x), and its solution is given by

y = c+/h(z)d:p = c+/h(g(t))g’(t) dt=c+ /t g’ (t)dt. O
We note that the solution curves are obtained by translating one solution curve vertically.

Example 9.1 Find the solutions of the equation

dy 3 dy
In this case, g(t) = t3 +t is a monotone C'-function (¢'(t) = 3t> +1>1 > 0), so we can apply the
theorem. We get
1

3
y:c+/t~g’(t)dt=c+/t(3t2+1) dt:c+/(3t3+t) dt:c+1t4+§t2,

and a parametric description (z(t),y(t)) of the complete solution is given by

3 1
r =1t +t, y:1t4+§t2+c,

where ¢ is an arbitrary constant. ¢



Example 9.2 Find the complete solution of the differential equation
x =1y +siny’.

In this case g(t) = t +sint and ¢'(t) =t +cost > 0 for t # T + pm, p € Z. We shall only solve the
equation for [t| < 7, where we have an existence and uniqueness theorem. We find

. T ™
T =1t+sint, 75<t< 5
and
1 5 . s m
y=c+ t(1+cost)dt:c+§t +t-sint + cost, 75<t<5,

where ¢ € R is an arbitrary constant. ¢

9.2 The differential equation y = g(v/)

Analogously we may consider the equation y = g(y’), where x on the left hand side has been replaced
by y. In this case we have the following theorem:

Theorem 9.2 Let g(t) be a strictly monotone C1 function of domain |t1,ts[, and assume that
0 ¢ Jt1,t2[. Choose any & € R and tg € t1,t2], and put

t 7 ty
. g (t) / g_(t)
n=g(to) , ag =&+ tlgtl<t2 /to t ’ e =&t tlilith to 1t

Then the differential equation

o3

has precisely one solution y = p(x), for which (zo(to),y(to)) = (&, 1), defined in the interval Jag, be|.
Its parametric description is given by

sy =0 [ S ar 40 = (o) =900

PROOF. Since y = g(t) is a strictly monotone C'-function, its inverse function t = h(y) # 0 is a
uniquely determined C!-function. Hence, the original differential equation is equivalent to the simpler
equation

dy
dr h(y).

It follows from the existence and uniqueness theorem that there is precisely one solution curve through
the point (&, 7). Since h(y) # 0 by assumption, we get by separation of the variables,



hence by integration,

h(y)’

Finally, since y = ¢(t) and dy = ¢'(¢) dt and h(y) =t,

Y d
:U:E—i—/—y for ae < x < be.
n

t 7
r=£E+ / M dr, supplied with y = g(t),
to T
and the theorem is proved. [J

Example 9.3 Find the complete solution of the differential equation

dy\* | dy
= (%) T
Here g(t) =t +t, so ¢'(t) = 3t> + 1. Then

y=p(x)=g(t)=1t>+1,

and

(¢ 1
zc+/g()dtc+/<3t+g>dtgt2+1n|t|+c. O

t

Example 9.4 Find the complete solution of the differential equation

= @QSin@
Y=\ iz dr )

In this case, g(t) = ¢ - sint, which is strictly increasing and # 0 for e.g. t € ]0, 3 [ as one of the many
possibilities. We shall solve the equation in the mentioned interval.

Let us check. The C'-function g(t) = ¢ - sint is clearly # 0 for t € |0, Z[, and
g'(t) = t*cost + 2t -sint > 0, forte}o,g[,

shows that g(¢) is strictly increasing in this interval. Then by the theorem, the coordinates of the
solution are given by

y = t? - sint,

and

't d
x:c+/gT()dt:c+/{t cost+251nt}dtc+/{a(t sint)+sint} dt = c¢+t-sint — cost,

and a parametric description is given by
(z(t),y(t)) = (c+t-sint — cost,t*sint), te }0, g [’

where c is an arbitrary constant. ¢
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9.3 Goursat’s equation

Consider Goursat’s equation
(9.1) y(a+azx™y") de+az(b+ pz™y") dy =0.
If bao — Ba = 0, then (9.1) is reduced to

aydz + fxdy =0,

where the variables can be separated.

If bao — Ba # 0, we can find uniquely determined constants p and ¢, such that
n(x,y) = aPy?
is an integration function. The values of p and ¢ are given by the equations
bp—aq=a—"0,

Bp—ag=an+1)—p(m+1).

Example 9.5 Consider the differential equation
0= (—3y + 2x3y3) dx + (43: — 3x4y2) dy=vy (—3 + 2x3y2) dr + x (4 — 3x3y2) dy.
The latter form shows that this is a Goursat equation.

By inspection it is seen that the lines (axes) z = 0 and y = 0 are solutions.
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When z -y # 0 the integrating factor must have the structure p = 2" y". When the equation in the
former form is multiplied by this p, we get

0= L(x,y) dz + M(x,y) dy — (_3xmyn+1 4 2xm+3yn+3) dz + (4xm+1yn _ 3xm+4yn+2) dy,

where
oL oM
o = —3(n+1)z™y" + 2(n + 3)z™ 3y +2, o 4(m+ 1)x™y" — 3(m + 4)z™ 3y T2,

The domain R? is simply connected, and this differential form is therefore exact, if it is closed, i.e. if
the two expressions above are equal,

—3(n+1)=4(m+1), thus dm+3n = -7,
and
2(n+3)=-3(m+4), thus 3m 4+ 2n = —18.

By a simple subtraction we see that m +n = 11, hence, m = —7 — 3 - 11 = —40, and whence n = 51,

and we have found the probably unexpected integrating factor x~*0y%!.

By insertion into the differential form we get by pairing terms of the same polynomial degree and using
the rules of differential of a product in the opposite way of the usual one, i.e. fdg+gdf =d(f-g),

0 — (_3x74oy52 +2x*37y54) da + (4x*39y51 _3x736y53) dy
= {—3x*40y52 da + 43951 dy} + {2:57373154 da — 32736y%3 dy}

3 se s 30y 4 39 0 5 2 sii/-36\ 3 36 1 54
= { L d(z )—1—5230 d(y )}+{_36y d(z%) T d(y )}

_ % {y52 d(xf?’g) Y d(y52)} _ % {y54 d(xf?’ﬁ) 436 d(y54)}
54 52
= ligd(af?’gym) — %d(%) = d{lig %} .
Then by integration for some arbitrary constant C1,
LA R
13 (x3) 18 36 — 1
so finally by a rearrangement,
1852 — 1323y = C - 2.

18
When C = 0, we either get y = 0, already mentioned above, or z3y? = 3 Apart from the case
C = 0, MAPLE is not too happy with sketching the solutions. ¢

9.4 Clairaut’s equation

A somewhat different implicitly given differential equation was considered by A. C. Clairaut (1713-
1765). This equation is written
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where g(t) is some C! function. If the function g(t) is defined for some constant ¢ = ¢, then it follows
immediately by insertion that we trivially have the rectilinear solution

y=c-x+g(c), c € R, and g(c) is defined.

The problem is, whether these are all the solutions, or, if there exist other non-rectilinear solutions.
We shall, following Kamke [9], prove the following theorem, which answers some of the questions.
Davis [7] proves a weaker theorem. The reader is warned that the proof given in the following is fairly
long and complicated, and it is using a lot of almost forgotten Mathematics from the past. Kamke’s
proof has been elaborated, and some of his minor errors have been corrected.

216



Theorem 9.3 Let g(t) be a C-function, for which the derivative g'(t) is a strictly monotone function
in the interval t € |11, 72[. The complete solution of Clairaut’s differential equation

o dy dy
y=x dw+g(dx>,

is given by

1) either the solution y = ¢ with the parametric description

!
for m <t < mo.

y = plx) = —tg'(t) + 9(t),
The solution y = () is defined for x €la,b|, where

a= inf {-¢'(t)}, b= sup {-¢'(t)};

T1<t<T2 TI<t<T2

2) or the straight lines

y:C$+g(C)7 fOT’CE ]T1u7-2[7

which also are the tangents of the above mentioned solution curves of 1), i.e. the curve in 1) is the
envelope of the straight lines;

3) all curves, which are obtained by concatenating smoothly the curve from 1) with possible halflines

of type 2).

PROOF. It was proved previously that the straight lines of 2) are always solutions of Clairaut’s
differential equation. We shall prove that these straight lines are all tangents of the function given in
1), where we later prove that this function is also a solution.

By assumption, the derivative ¢'(t) is continuous and strictly monotone, so the first coordinate function
x = —g'(t) is a continuous and strictly monotone function. Its inverse function ¢t = h(x) exists and is
also continuous and strictly monotone for = € ]a, b[. This implies that

y = —tg'(t) + 9(t) = wh(x) + g(h(z)) = ¢()
is an uniquely determined function for x € ]a, b|.

Choose any 21, x3 €]a,b[, and let t1, t2 € |71, 72| be the uniquely determined t-values, i.e. we have
x1=—g'(t1) and  z9 = —¢'(t2).
Then by the parametric description,
P(x2) — p(x1) = t1g'(t1) — g(t1) — tag'(ta) — g(t2) = t1 {g'(t1) — ¢'(t2)} — (t2 — t1) g’ (t2) — ¢'(t1),
so using that 1 = —¢'(t1) and x93 = —¢'(t2), i.e. x2 — 1 = ¢'(t1) — ¢'(t2), we get

plr2) —plz1) _, LT (t2 —t1)g'(t2) + (t2 —t1) g'(7)
Ty — X1 ! gl(tl) - 9/(752) ’




where 7 € ¢, t3[ is chosen appropriately, so

p(r2) — (1) _ - (ta —t1) {g'(7) — g'(t2)}
T2 — T1 ! g'(t1) — g'(t2)

=t — (ta —t1)6

for some 0 €]0,1[. When we let 9 — 21, then by the continuity, t2 — #1, so the right hand side tends
to t1, from which follows that ¢'(x1) exists and that ¢'(x) = t1. We conclude from

y=—tg'(t) +g(t) =z -t +g(t),

that

p(r1) =21t + g(tr) = 2196 (x1) + g (¢' (21))
for every x1 €la, b[, and we have proved that the curve of 1) is a solution.
We also proved above that if © = —¢'(¢), then ¢'(z) = ¢t. Let (z1,¢(x1)) be a point on the curve. The
tangent of the curve at this point is given by the equation

y—o(r1) = (z —21) ¢'(21) = (z — 1) 1,

SO
y=tix+p(x1) —tixy = tix — g’ (t) + g(t1) + trg'(t1) = tax + g(t1)

which is a straight line of type 2), thus every tangent of the curve 1) is a solution curve of type 2).
Since t1 € |71, 2] is arbitrary, we get all solutions of 2) in this way as a tangent to the curve of 1).

We still have to prove that apart from the trivial concatenations of 3) there is no other solution curve
of Clairaut’s differential equation. Assume that y = ¢(z), v €]A4, B, is a solution. Let 21, 22 €]A4, B|,
and assume that

50/(351) = Sﬂl(xz) =D,

i.e. we have parallel tangents at the points (z1,¢(z1)) and (22, ¢(x2)). Then we get from Clairaut’s
equation

from which

p(r2) = p(z1) _
To — X1

This implies that the line segment between the two points (21, ¢(x1)) and (x2, p(z2)) must lie on the
solution curve. In fact, if this was not true, then we could find & € ]z1,x2[, such that (&, ¢(zi)) does
not lie on this line segment. The function ¢ is continuous, so there must exist a largest interval o, 3],
such that no point (z, ¢(x)) for x €]a, 5] lies on this line segment. However, the endpoints (o, ¢(a))



and (3, »(8)) must lie on the segment. We apply the mean value theorem to find a point v € ]a, 8],
such that

¢'(7) = W =p,

which is a contradiction, unless o = 8, so |a, f[= (. We have proved that the line segment between
(z1,0(x1)) and (z2, p(x2)), where ¢’ (x1) = ¢'(22) = p, is part of the solution curve.

We then prove that ¢'(x) actually is (not necessarily strictly) monotone for x €]A, B[. Assume
contrariwise. Assume that we can find three points x7 < zg < x2, such that

¢ (1) = ¢ (x2) # ¢'(20) -
Then we see immediately that according to the above this is not possible.

We have proved that every solution y = ¢(x) of Clairaut’s differential equation has the property that
its derivative ¢'(z) is continuous and monotone.

Let x1, x2 €A, B[ be any points from the domain. Then by Clairaut’s equation

p(r2) —@(x1) = xa9'(w2) + g (¢ (22)) — 219 (21) — g (' (21))
= (22 —21) ¢/ (22) + 21 {¢'(22) — ¢ (x1)} + ¢ (p(22)) — g (p(1)) .

Using that ¢'(z) and ¢'(t) are continuous, we conclude from the mean value theorem for fixed z; that
there is a function A(zq), where A(xy) — 0 for x5 — 1, such that

9 (@' (22)) — g (¢'(21)) = {¢(x2) — ' (1)} - {9 (¢'(21)) + A(z2)} .

Then

plee) =@ _ iy £@) Z @) (1) + A}

To — X1 T2 —T1

When we let z3 — 1, the left hand side tends towards ¢'(z1), which due to the continuity of ¢'(z)
is also the limit of ¢'(x2) for zo — 1. Therefore, when we take this limit, the remaining term must
tend towards 0, i.e.

lm P02 =) o)) + Are)} = 0.

T2—T1 To — X1

We conclude that if z1 4+ ¢'(¢’(21)) # 0, then ¢’ (1) also exists, and its value is ¢ (z1) = 0.
If

44 (' (z) =0 for all z €A, B|,

then ¢'(¢'(x)), hence also ¢’ (), is a strictly monotone function of z, and it follows from the differential
equation that

p(x) = —¢'(2) ¢’ (¢’ (2)) + g(¢(2)).

This equation shows that the coordinates (z, p(z)) are described by the parametric description of 1),
where t = ¢/(z), and our solution curve is precisely given by 1), or is a subgraph of this solution curve.



If instead

E+9'((€)#0

for some &, then ¢”(£) = 0 by the above, and the solution is a straight line. We use the continuity of
g'(t) and ¢'(x) to conclude that this inequality also holds in a neighbourhood of €. Let |, B[ C A, B[
be the largest open subinterval containing &, such that the solution is a straight line segment for
z €la, B[. Assume that o €A, B[. Then x + ¢'(¢'(z)) = 0, so (o, ¢(a)) is a point of the solution
given by 1). Similarly, if 3 €]A, B[. However, « and 8 cannot both lie in |4, B], because if this was
the case, then

a+g'(¢' (@) =B+4(£(8) =0,
and since ¢'(a) = ¢’(), we must have a = 3, and |o, B[= 0

We have proved that every point of the solution curve y = ¢(z), z €A, B[, of Clairaut’s differential
equation either lies on the curve given in 1), or on a rectilinear solution given in 2).

Summarizing, a solution curve in |A, B[ consists of either a rectilinear solution given by 2), or the
solution given in 1), possibly supplied with rectilinear extensions at the endpoints of the solution given
by 1). O

Many geometrical problems lead to Clairaut’s differential equation. Assume that we have given a line
bundle

y=ax+ Db,
where the constants a and b for some function G(a,b) satisfy the equation,

G(a,b) =0
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For every line y = y(z) = axz + b we find
a=y(xr), thus b=y—azy(v),

and it follows that we have the differential equation

dy dy
Gl = y—z— | =
(dx yo dx>
If G(a,b) = 0 can be explicitly written as the function b = g(a), then the differential equation is
written

—ula) = of 39N _ dy
b—g(a)—g(dz)— T

so by a rearrangement,

which is a Clairaut differential equation.

In practice, G(a,b) can be assumed to be a C!-function. At all points, where 8_G = 0 it follows from

the theorem of implicitly given functions that we locally can solve the equation b = g(a), in which
case we locally get a Clairaut equation.

Example 9.6 We first choose an example from Davis [7],

_dy dy . .
y=z + COS(@) , i.e. g(t) = cost.

It follows immediately that every line from the line bundle
y =cx+ g(c) =cx + cose,
is a solution, where ¢ € R is an arbitrary constant.

d
Let us convince ourselves that this is indeed a solution. It follows that d—y =c¢, SO
T

x%—l—cos % =c-xr+cosx =
dx de ) =Y

and the claim follows.

The assumption of the theorem is that ¢’(t) = —sint is monotone. This is true for ¢ € }fg, 3 [,
where we cannot extend this domain further. Davis [7] is not too precise here, but he must have
assumed that ¢ lies in this interval. We shall not assume this to demonstrate what happens without

this restriction.

The other solution of type 1) can here be obtained by eliminating the constant ¢ from the two equations

oF

— =z —sinc=0.
Oc

F(z,y,c)=c-x+cosc—y=0, and



It follows from the second equation that we may choose
arcsinz + 2pm, pEZ,
c= x € [-1,1].
m — arcsinx + 2qm, qE L,

It is at this point Davis [7] erroneously claims that the only solution is ¢ = arcsinz, from which he
gets the singular solution

y = cx + cosc = x arcsinzx + cos(arcsinz) = x - arcsinz + /1 — 2.

Let us prove here that this is a solution. It follows from

dy it x T .
— = arcsinz — = arcsinx
dx VIi—zZ2 J1—22 '
that
d d
z—y+cos(—y)z~arcsin:c+ 1—22=y,
dz dx

SO

y =z -arcsinz + V1 — z2

is indeed a solution.

Figure 9.1: The solution y = x - arcsinz + v/1 — 22 and some tangent solution y = cx + cosc for

c=-%,-%,-5,0,%,%,%5, all restricted to x € [-1,1]

A similar check shows that
yp(x) = - {arcsinz + 2pr} + /1 — 22, pEZ, xel-1,1],

are also singular solutions of Clairaut’s equation.



The other possibilities are

y = ax{m —arcsinz + 2qr} — /1 — 22, pEZ, xe€l[-1,1].
Here,

d
d—y:ﬂ—arcsinx—i-qu, q€Z, zel[-1,1],
x

SO

d d
zY +cos<y> =z{m —arcsinz + 2qw} — V1 — 22 =y,

dx dx

and these functions are also solutions.

This example illustrates how easy it is to make an error, when one solves equations of this type.

Since we did not solve the equation itself
_ . dy dy
y=x 1z —|—cos( dx)

d
with respect to the highest order term —y, we cannot directly apply the Ezistence and Uniqueness

x
Theorem, so it is no contradiction that a lot of the solution curves intersect. In fact, each singular
solution touches a general solution at everyone of its points.

We also note that there is no solution lying above the curve y = x arcsin z + V1 — 22, x € [-1,1], so
we do not have an existence theorem in this open domain. ¢

Example 9.7 Find the complete solution of the Clairaut differential equation

dy dy\?
=z — 1+ (=2 .
Y xdx+ +<dx>

The corresponding function g(t) = /1 4 t2 is of class C°°, and

!/ t 1" 1
Jit)=——= and J't)=——=>0 for all ¢,
Vit (vVite)’

so the assumptions of the theorem are fulfilled.

The domain of the envelope curve is the interval | — 1, 1], because

t t
a=inf { ——— » = —1, and b=sup{ ——=; =1
tER{ \/1+t2} telg{ \/1+t2}

A parametric description of the envelope curve is

t t2 —
J?:—gl(t)zi and Yy=— t S —— 1—|—t2:

, _ 1
Vise i+l == i e



The first equation shows that z and ¢t have different signs, so when we solve with respect to t we get

X

V1—a?

t=—

and then

1 1
= = :\/173327
Y \/1+t2 \/1+ 332

1—22

so the envelope is the upper half of the unit circle, and the remaining solutions are its tangents, where
these can be concatenated with arcs of the circle.

Note also that there is no solution curve going through any point of the open upper unit disc. ¢

Example 9.8 Find the complete solution of the Clairaut equation

_.Z'@—GX ﬁ
Y= %P\ )

We find by identification that g(t) = —et, so ¢'(t) = g"(t) = —e' # 0, and it follows from the theorem
that the envelop solution exists. The endpoints of the z-domain are given by

a=inf {—¢g'(t)} =0 and sup {—¢'(t)} = +oo.
teR teR

The parametric description of the solution is given by
r=—g(t)=¢" fort € R, with the inverse ¢t = Inz for x > 0,
and

y=—tg(t)+g(t)=te' —e' =(t—1)e! = (Inx — 1)z  forz > 0.



The rectilinear solutions (the tangents) are given by

y=c-x—e", where ¢ is an arbitrary constant. O

Example 9.9 Given a bundle of straight lines y = ax+b. We assume that each of the lines intersects
the positive x-axis and the positive y-axis in such a way, that the distance between these two intersection
points is constant ¢ > 0 for all lines.

Find the corresponding Clairaut equation and find the envelope solution.

b
The intersection points are given by either x = 0, where y = b > 0, or y =0, where z = —— > 0. It
a
follows that at least b > 0 and a < 0, and the two intersection points are then
(0,5)  and b0
an —— .
) a’

The distance between these two points is

b\? b
c = (_> +02=—21/1+a2, a < 0and b, c>0.
a a

We solve this equation with respect to b, because then we get our function g(t) of Clairaut’s equation,
where we put a = t,

b= —— (1) = ——2 t<0
V1+a?’ g VI+2 '

The corresponding Clairaut differential equation is then

.4y
y= %* dxdy = where x<0
1+ (E)
By differentiation,
g(t) = ———

(Vi+e)®

which is a strictly monotone function. Then the assumptions of the theorem are fulfilled, and the
envelope solution exists. Its parametric description is given by

t=—gt)= — t<0,

(Vi+e)®
and
ct ct ct3

Wire) VItE  (ire)

t <O0.

y=—tg'(t) +9(t) =

We eliminate t to get
. . ) 1 t2 )
\3/_2 3/ 2:\3/_2. — Y2
VY ¢ 1+t2+1+t2 “

for 0 < x < cand 0 < y < ¢. This describes the part of the asteroid, which lies in the first quadrant.
0



9.5 d’Alembert’s equation

d’Alembert’s differential equation

dy dy
veet(an) ol )
is a generalisation of Clairaut’s differential equation. In fact, we get Clairaut’s equation by choosing
F) =t.

The equation was introduced by d’Alembert (1717-1783). However, in some books it is named after
Lagrange (1736-1813) instead.

We note that the c-isocline is the straight line

dy _

y=afe)+9), L=c

From this follows that if f(c) = ¢ for some ¢, then clearly y = cz + f(c) is a rectilinear solution, and
vice versa.

Since d’Alembert’s equation is more general than Clairaut’s equation, we may expect some complica-
tions in the solution process, and the following theorem is not so nice as the Theorem for Clairaut’s
equation.

Theorem 9.4 Let f(t) and g(t) be C'-functions in the interval |71, m2[. If f(c) = c for some constant
¢, then y = cx + g(c) is a rectilinear solution.
Furthermore, we can find all solutions y = ¢(x) of d’Alembert’s differential equation

_ (W dy
v=ei(a) o)

which also satisfy

[ @) #¢' (@) and  xf(¢(2) +g'(¢'(2)) #0.
The solutions are found in the following way: Choose a solution of the linear differential equation

de _xf'(t) +9'(t)

a — t—f(t)

i.e. one of the functions

ot =esn( [ L) {mos [0 e ( [ 5% ) ).

and choose one of the biggest subintervals |t1,ta] of |71, 72|, such that both f(t) #t and z'(t) # 0 for
t1 <t <ts. Then a parametric description of the solution is given by

x = x(t) and y=zf(t)+g(t) forty <t <ts.

The structure of the theorem is strange. We can only find solutions y = (), when also

f@ (@) #¢'(x)  and  xf(¢'(z)) + g (¢ (x) # 0,



so the solution procedure should always be followed by a discussion of the cases, when

f@ (@) =¢'(x) or  xf(¢(x)+g(¥(z) =0

The strange condition zf(¢’(z)) + ¢'(¢’(z)) # 0 is used below, when we prove that the solution ¢(z)
is of class C? in its domain.

PROOF. Assume that y = ¢(z) is a solution, which also fulfils the two restrictions mentioned above.
Then, using the differential equation for the two points x1, x5 in the domain of ¢(z),

o(r2) —p(z1) = 22f(P(22)) + 9(p(22)) — 21f(P(71)) — 9(p(1))
= (22 —21) f(p(22)) + 21 {f(p(22)) = flp(z1))} + g(p(x2)) — 9(p(21)) -

By the mean value theorem there exists a £ between x; and xs, such that

p(w2) = @(x1) = (22 — 21) fP(22)) + {p(22) — o(@1)} {21 /' (2(£)) + 9'(0(€))} -

We rearrange and divide by z2 — 1,

P\T2) — P& p(z2) — ez
2r2) =20 11 prio(e)) + g/ (o€} = 2P o)),
X9 X1 To 1
When zo — z1, the right hand side is convergent, hence also the left hand side, where & — x; for
9 — 1. Therefore,

tim PO ZO@) o) 4 g (€)= () — Fl ().

T2—T1 To — X1

At this step we use the assumption that z1 f/'(¢’(z1)) + ¢’ (¢’ (1)) # 0, so we can divide the equation
by z1f' (¢ (21)) + ¢'(¢’(21)) and then take the limit to get

b $la) —@@) _@l@n) = [ (a1))

To—T1 To — X1 mlf’(‘ﬂ’(xl)) 9’(90/(331))7

proving that ¢ (z) exists everywhere in the domain of ¢(x), subject to the two restrictions. Then we
use the first restriction f(¢'(z)) # ¢'(z) to conclude that the right hand side is # 0, and we conclude
that also ¢”(x) # 0 everywhere in the domain of ¢(x).

Assume that t = ¢/(z) € ]t1,t2[, where ¢’ () # 0. Then the inverse exists, = z(t), and

dt  d do 1

1= i a(p’(aj) i o' (x) - 2/ (t), ie. ¢'(z) = POk

This allows us to differentiate d’Alembert’s equation

p(x) =zf(p(2) + 9(¢' (),

with respect to z,

from which we get

2 () {¢' (@) = f(¢' (@)} = 2f' (¢ (2) + g (¢ () -



Using that ¢'(xz) = 1 by definition, and ¢'(z) # f(¢’(z)) by assumption, we get the following linear
differential equation in x,

dz _ zf'(t) +9'(t)

dt — t—f(t)

which by the usual solution formula has the complete solution

o) =ow( [ L) {o+ [ 0 e ( f 7 2ar) i}

where c is an arbitrary constant.

It follows from d’Alambert’s equation itself that

y=p(x) =2f(¢' (@) + 9(¢'(x)) = xf(t) + 9(t),
so we have found the parametric description of the solution, fulfilling the two restrictions.

Then assume that f(¢) # ¢ and 2/(t) # 0 in some interval, where z(¢) is a solution of the linear
differential equation

de _af'(t)+9'(t)

dt — t—f(t)
It follows from z'(t) # 0 that the numerator = f'(t) + ¢’(t) # 0, and the inverse function ¢ = t(z) exists
and satisfies

At

de — xf'(t) +9'(t)

Sotes
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Using that y = a2 f(t) + g(t) we get by differentiation,

d
D10 S+ )+ 90
SO
, _dy_dy dt B
90(37)—@—E'E—f(t)+{t—f(t)}—t,

and therefore,

y=af(t)+g(t) =xf(%) +g<%) :

and we have proved that y = ¢(z), given by the parametric description and satisfying the restriction,
is a solution of d’Alembert’s equation. [J

Example 9.10 Discuss the d’Alembert differential equation

0y W dy\*

=2x—— =] .

Y dx dx

Even if this equation looks very simple we shall see in the following that its solution is not so simple.
First we see that it is a d’Alembert equation with f(¢) = 2t and g(t) = —t2. Since f(t) # t, unless

for t = 0, this is not a Clairaut equation. However, f(0) = 0 implies that y = 2f(0) + g(0) =0 is a
rectilinear solution.

We then turn to the other solutions descril()ied in the theorem above. From the first restriction
Yy

f(¢'(x)) = 2¢'(z) # ¢'(x) we conclude that i ¢'(x) # 0 for all z in the domain.
d
The second restriction is zf'(¢'(x)) + ¢'(¢'(z)) = 2z — 2d—y # 0, from which we get the condition
T
dy

A # x. We therefore assume in the following that
x

dy dy
E 7é 0 and E 7é Z.
The consider the linear differential equation for z = z(t),

dx _ xf'(t) + ¢'(¢) _ 2z :72x+2,
dt t— f(t) t— ot t

the solution of which is the parametric description of the z-coordinate of the solution,

1 2 2 c

which we supply with the parametric description of the y-coordinate of the solution,

4 2 2 2
y::rf(t)+g(t):2a:t7t2:§t2+?cft2:§+?c.

The restrictions above require that f(t) # ¢, so t # 0, and furthermore that
dr 2 2c 2

We conclude that for a given constant ¢ € R the ¢ interval must not contain the points ¢t = 0 or

t = /3c.




1) If ¢ = 0, then the only restriction is ¢ # 0, and the parametric description is

3
r=—t, ie. t=§x, x #0,

3 3\ 2 9 3
y=2$t—t2=2x-§w—(§) :3962—1:5221962, x #0.

It is obvious that these two branches of the parabola y = %z2, for x < 0 and for =z > 0, can be
continued through 0. They can also be put together with the positive z-axis for the parabola for
negative x, and with the negative x-axis for the parabola for positive z. In particular, we do not
have uniqueness at the point (0,0). So we have the solutions

3 .2
y:§l’2 reR y:{z l’>0, { 0, I>0,
4 ) )

z=,
0, z <0, %zQ, x < 0.
2) If ¢ > 0, we must consider the three parameter intervals,

t <0, 0<t< V3, or t> V3c.
Recall that the parametric descriptions are

2 d 2 2 22 d
x:ft+£ with &0 =2 ¢ and Y= = 2 with &Y =

- = t.
3% dt 3 3’ 3t dx

d
a) If t <0, then z is monotonously increasing, and the range of z(¢) is R. It follows from d—y =t
x
that y = ¢(z) is monotonously decreasing.
b) If 0 < t < /3¢, then & — +o0 for t — 0+, while for ¢t — (V/3¢) —,

d
r — V3¢ and y— V3¢ and d—y =t— V3c.
x

c) If t > V/3c, then  — +oo for t — 400, and

d
($=y)—>(\3/@3902) and d—y—>t—>\3/§ for t — V/3c.
X

We conclude from b) and ¢) that the solution can be glued together at the point ( V3¢, V/ 902) in

a cusp lying on the parabola iy = 2. The halftangents are pointing in the same direction.

3) If ¢ < 0, the discussion is similar. In this case we get the three intervals

t<\3/§, \3/§<t<07 or t > 0.

d
a) If t > 0, then z is monotonously increasing, and the range of z(¢) is R. From d—y =t>0
x

follows that y = ¢(x) is monotonously increasing.

b) If ¥/3c <t <0, then 2 — —oo for t — 0—, and (z,y) — (\3/%, \3/902) for  — /3¢ < 0.



¢) Similarly for ¢ < +/3c. In particular, the solution of ¢) is continuously glued together in a cusp
with the solution of b).

d d
We still have to investigate, if the two conditions d—y # 0, or d—y # x exclude some solution points.
x x

We have already seen that the solution y = % 22 could be extended through (0,0), at which point the
uniqueness is not fulfilled.

d
Then we consider the hypothetical possibility of d—y = x. We first see that the original differential
x

equation

can also be written

d 2
x2_y2<x_y> 207
dx

d
so if for some finite point Y _ x, then this point must lie on the parabola y = 2. However, none of

the solution curves found so far have finite limit points, so this possibility is ruled out.

At the same time we conclude that there is no solution curve going through any point above the
parable y = x2.

d
It still could occur that a solution also was the solution of the simpler equation Y _ x. The latter

dz

equation has the complete solution y = % 22 + c¢. The right hand side of the differential equation gives
202 — 2 =22 £ %xQ + ¢ as function, so this possibility is also ruled out.

v/,/;lll".
=27/ 1 1

‘- SR
PSR

[ [+ |

[

] T
Mi.lﬂii
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Figure 9.2: Some solution curves of the differential equation y = 2zy’ — (y')*. We note the cusps, all

lying on the parabola y = x2. No solution curve will pass through any point above the parabola y = x2.

And there is no uniqueness either.
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Summing up, the complete solution of the d’Alembert equation

dy (dy)’
dzx dz

y =2z

is split up into the following possibilities.
1) The rectilinear solution y = 0, i.e. the z-axis.
2) For constant ¢ = 0,

—§x2 sER _ %xQ, x>0, _ 0, x>0,
Y= YT 00 w<o, YT 322 z<o

3) For constant ¢ # 0, a parametric description is given by

2 2
J}:§t+t£2 and y=§+Tc, for t # 0 and t # V/3c. %

9.6 Chrystal’s equation

This equation

2
(9.2) dy + Az dy +By+Caz?=0, A, B, C constants,
dx dx

was in some detail discussed in 1896 by G. Chrystal, (1851-1911). Tt may also, under certain conditions
have singular solutions.

o™
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The general strategy is usual to solve such an implicit given equation with respect to its highest order

term, here d—y This is here straightforward,
x

dy

(0.3 <

1 1
. Az + 5\/14212 — 4By — 4C 2.
In order to get rid of the square root we introduce a new variable z by

4By = (A274C’f,22) z?, ie y= é(AQfZLC’sz) x?,

hence,

1

— 9272 2 1
dy _ —22°z dz $(A2_4C_22):_§Am$§mz,

de 4B dz 4B

and by a reduction,
dz 9 9
x

Here, the variables can be separated, so

zdz dz
(9-4) A2+ AB—4C+Bz— 22

for  # 0 and A2 + AB —4C £ Bz — 22 # 0.
If

—(z—a)(z—b) = A* + AB —4C + Bz — 2,

i.e.

1 1 1
‘b‘ }:i§Bi\/BQ+4AB—16C’:i§Bi5\/(2A+B)2—160,

and a # b, then we can rearrange (9.4) in the following way,

zdz _ a 1 b 1 dz——%
(z—a)(z—b) \la—-bz—a a—-bz—b oz

Therefore, if a # b, i.e. (24 + B)? # 16C, then the solution is given by

ibln|zfa|f

aibln|sz|+ln|x| =¢,
or, when ¢ = (a — b)é,
In(jz—a|*)—In(]z = b°) + (a — b) In|z| = c.
When we take the exponential of this expression, we get

a—b |Z - a|a — constant ie M — constant
2 — b ’ ’ |xz — bx|b ’




SO

(z2)? = (A% —4C) 2® — 4By, or xz = ++/(A2 — 40) 22 — 4Bt,

where the further discussion still becomes complicated, as long as we do not know the concrete values
of the constants A, B and C.

1
If instead a = b, i.e. (24 + B)? = 16C, then a = b = i§ B, and we get the equation

Cdz  zdz 1 n a ds
r  (z—a)? |z—a (z—a)? ’

hence by integration and a rearrangement,

a ax
(xz — ax) exp ( ) = (zz — az) exp (7) = constant,
z—a

Zx — ax

where as above,

(z2)? = (A% —4C) 2® — 4By, or xz = ++/(A2 — 4C) 22 — 4Bt.

Since the exponential appears here, the solution of such a system is different from the previous one
considered.

In practice, Chrystal’s equation is not easy to solve, and Davis [7] actually misses some of the pos-
sibilities. We shall here illustrate the methods of solution by giving two examples, which cover the
main cases mentioned above. They are not not included in Davis [7],

Example 9.11 Choose A =1, B=1and C =1 in Chrystal’s equation, i.e.

dy 2 dy
. ) 4222 +y+22=0.
(9:5) ( da:> v dx gy 0

Note that (9.5 can be rearranged in the following way,

(9.6) {% +x}2 = —y,

so we immediately get the requirement that y < 0. The z-axis itself, i.e. y = 0, cannot be a solution

d
either. Choosing y = 0 we see that Y _ —x, so there is only a possibility of concatenating two

x
solutions at the point (0,0) on the boundary, one for < 0, and one for x > 0. It will follow from the
results below that this is only possible for one more or less trivial pair of solutions, so we shall here
assume y < 0 and only consider y = 0 in the limit.

In this open lower halfplane, y < 0, equation (9.6) is split into the following two equations,

d d
97 Fie=yv=y ad Liz=-yTy y<o.
dx dzx

In either case, the existence theorem applies, so through every point (xo,y0), yo < 0, we have precisely
one solution of either of the two equations, including points on the negative y-axis, (0,y0), yo < 0.



We mention this here, because we during proof are forced temporarily to assume that x # 0, i.e. we
formally solve the equations separately in each of the two quadrants in the lower halfplane. On the
negative y-axis the slope of the unique solution curve through the point (0, o), yo < 0, is given by

dy
P £V~
x
so there must be a solution curve passing through such a point.

When x # 0, the idea is to get rid of the additional term z, so we search for a transformation, in
which x gives the missing factor x in such a way that this x can be cancelled. Due to the square root,
y must contain the factor 22, so in order to make a transformation reasonable we choose y = a 2222,
where a < 0 is some constant, and z is the new unknown function.

Looking at the theory above we see that apart from the constant we have found the right transforma-

tion. So in the following we take a = 1 from the theory,
15, dy 1 5 dz 1 o
(9.8) y= 1% W 3% g 3%

hence by insertion in (9.7),

The point here is that due to the temporary assumption of x # 0 we can divide this equation by =z,
so after a rearrangement,

d
xz—z+z2—2::tz, or a:z—Z:2:|:z—z2.
dz dx

The trick here is that the variables can be separated, so (9.7) is replaced by the following two equations,

dx zdz @ zdz

(9.9) T 24122 or T 2—z— 22 z70.

Case I. In the first case we get by a decomposition,

@ zdz —zdz 2 dz 1 dz

r 24+z-22 (2-2)(z+1) 32z-2 3z+1
or by a multiplication by 3, followed by a rearrangement,

dz dz dz
+ +3—
z—2 z+4+1 T

=0.

We let in the following k denote an unspecified constant, not necessarily the same in the different
equations. Then we get by integration,

2Injz = 2|+ In|z+ 1|+ 3n|z| = 2In|zz — 2z| + In|zz + z| = k.

When we apply the exponential we get with a new constant k£, which can also be negative, so we get
rid of the absolute value signs,

(zz —22)*(xz +x) = k, x #0.
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Due to (9.8) we have |xz| = 24/—y, so
(\/fyf:c)2 (2\/fy+x) =0, if xz > 0,
(\/—y + x)2 (—2\/—y + x) =0, if xzz < 0.

If k=0 and x > 0, then either

v—y—x =0, or 2v/—-y+2x=0.

The latter is not possible, so a possible solution is y = —22 for > 0. A check in (9.5) gives
dy dy))* dy
2 2
=—z°, — = -2z, — 20 — =0,
Y v dx * ( dx) e dx tyre
so y = —x? is indeed a solution for z > 0.

1
If instead k£ = 0 and x < 0, the possible solution is then given by 2./—y + 2 =0, i.e. y = —= 2. A

similar routine check as above shows that this is indeed a solution for x < 0. So we have found two
solutions, which are the only ones which can be concatenated,

—% 22, for x < 0,
Y= 0, for z =0,
—22, for x > 0.

We cannot choose k < 0. In fact, (\/—yix)2 > 0, so we get either 2/—y +x > 0 for z > 0, or
2\/—y —x >0 for x < 0.

vu---v---v---vv---vu---v---vv--vv--vv--vv---ov--vv--ov--ovv-ovv-cvv-cvv-coAlcateluLUcent @
www.alcatel-lucent.com/careers

Y, o 2 —

One generation’s transformation is the next’s status quo.

In the near future, people may soon think it's strange that
devices ever had to be “plugged in.” To obtain that status, there
needs to be “The Shift".
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From the rearrangement

dy
d—:*fC*\/*_y
X

follows that the O-isocline is defined by —x — /=y = 0, so x < 0 and y = —z2. Note that y = —22 is
a solution for x > 0 and the 0-isocline for = < 0.

Furthermore, the points of inflection are defined by

d?y 1 1
0:@:—1—1—%-{—3:—\/—_3;}:—%{3\/—_?;—1-3:},

so the points of inflection are lying on the curve

W

d
Figure 9.3: Some solution curves of the equation Ey + x = —\/—y. The 0-isocline and the curve of

1
y:fga: for z < 0.

points of inflection are dotted.

MAPLE. The curves in Figure 9.3 have been drawn by using the following MAPLE commands:
with(plots,implicitplot):
f:=a — piecewise (:c <0,0,0 <=z, fo)
g:=(wy)» (Vy-2)° - (2V=y+=2)

lmphCItpl()t ([g(zay) = 75ag(zay) = 71ag(x7y) = Ogag(zay) = 5ag(xay) = 77y = f(x)vy = 7332 - f(x)v

2
Yy = 7%]’(1:) ;= —4.3.2,y = —5..0, scaling = constrained, color = black,

linestyle = [solid,solid,solid,solid,solid,solid,solid,solid,dot,dot])



Case II. Case I was dealing with the differential equation

d
—y+ai:—\/—, y < 0.
dzx

By the change of variable x — —¢ and multiplication by -1 this is transferred into

dy

= y=y <0
dtJr b} y k)

which is Case II. So we can just take the results above and replace x everywhere by —z, also in the
MAPLE program. This gives the following figure.

;

d,
Figure 9.4: Some solution curves of the equation d—y + x = /—y. The 0-isolcline and the curve of
x

points of inflection are dotted.

The original equation (9.2), i.e.

dy ? dy 2
i 2p =4 -
(daz) T tyTe 0

has both systems of Case I and Case II as solutions. This is of course not contradicting the uniqueness
theorem, because the assumptions of this theorem are not met. It is worth mentioning that (9.2) has
also the two solutions

2 L o,

Yy=—x and y:f§a: for z € R,

going through the boundary point (0,0), as well as the two concatenated solutions

—éazQ, for x <0, —22, for x <0,
y = 0, for x =0, and y = 0, forz =0, ,
—x2, for x <0, —%azQ, for x <0,

found previously in Case I and Case II. So we have three concatenated solutions of (9.2) going through
the boundary point (0,0), and the uniqueness theorem does not hold at this point. ¢



In the next example we shall see what happens if one of the roots a or b is 0, because then z in the
denominator cancels.

Example 9.12 We consider the Chrystal equation

dy 2 dy 2
: . . oo dy
We solve this equation with respect to the derivative e
T
dy 1 > 1 1
(9.10) aff§:c:|: —12y — 3z 772:c:|: 5 22

where we put
1
9.11) —12y —32% =2%2%,  fory < —- 22,
Y Y 1
ie.

1 N 9 1,
= < g2,
Y 12(3+z)x for y 1%

Then
%——l —la:ZQ—la:Qz dz
dx 2 6 6 dz’

which for x # 0 is reduced to

dz
12 — + =0.
(9.12) z{x o +z 3} 0

1 d 1
If z=0, then y = —~ 22, where R A z, and by (9.10) (a check),
4 dzx 2
dy _ 1,1 g ]
d1772xi2 —12y — 3z% = 29:,
1 5. . .
soy=—,a°is indeed a solution.

Then we assume that z # 0, so we can divide the equation by z. Then separate the variables in the
following variant to get

0=xzdz+ zdz £3dz =d(zz) £ d(3z) = d(zz £ 3z),
hence by integration, for some arbitrary constant Cj,

xz £ 3x = (1, t.e. xz = F(3z + C),



2
d
Figure 9.5: Some solution curves of the equation (—) +x i + 3y + 2% = 0. Since this equation

dx dx
is equivalent to (9.10), comprising of two differential equations, we get two solution curves through
every point (x,y), for which y < %:52. We note that the boundary curve y = *i 22 is a (singular)

solution of the equation.

where C' is another arbitrary constant. Squaring this equation we get by (9.11) that
—12y — 32 = 2222 = (32 + O)?,
SO

y=—-x —i(3x+0)2. ¢

The examples above cover most cases, when some derived second order algebraic equation has two
different roots. We have seen that the implicit given function in this case behaves like a polynomial,
though it is in most cases strictly speaking not a polynomial. The essential is that its factors are
all power functions. The situation becomes different, when the derived equation, mentioned above,
has a double root. In this case an exponential enters the implicit equation, which therefore becomes
transcendental.



In order to illustrate this phenomenon we consider the following example.

Example 9.13 Given the Chrystal equation

dy\ 2 dy
1 - —Z 42 2=
(9.13) <dx> +xdm+ y+ax =0,

d
where A =1, B =2 and C = 1. In order to get rid of the term x d_y we rewrite (9.13) in the following
x
way,

3
with equality only for (z,y) = (0,0). Note that the boundary curve y = ~3 2?2 is not a solution,

which follows directly by inserting in (9.14).

Then we check, if (9.9) has any solution of the structure y = —az?, where a > 0 is some positive
constant. Insertion in (9.14) gives

2+1272 3
eTy) T

i.e.

1 3
4a272a+172a+1:4a274a+1:(2a71)2:0.

1 1 3 1
The only possibility is a = > where clearly —5 < 3 so the parabola y = —5 22 lies in the domain

1
where solutions exist. If the reader still is not convinced, a check in (9.14) also shows that y = —3 x?

is a solution, and it is obviously the only curve passing through the boundary point (0, 0).

For later use we take the square root of (9.14) and get the two equations

dy 1 3 dy 1 3
9.15 —_— — = — Ny — — 2 < —_ — —Qy — — 2
(915) Gy Fgr=y\ -1 dw TR T T T

3
both defined for y < ~3 z2.

1

1
The equation of the O-isocline of (9.13) or (9.14), is 2y + 22 = 0, i.e. y = —3 22. However, y = —3 x?

is also a solution of both (9.13) and (9.14), which follows directly by insertion. The explanation of
this apparently strange phenomenon is that (9.13) and (9.14) actually at the same time describe the
two differential equations of (9.15), where for the first equation

Y¥=73 0-isocline, when = > 0,

1 ,. { solution, when = < 0,
5o isa



and for the second equation,

1, s { 0-isocline, when z < 0,

v= 2 v solution, when z > 0.

Due to the uniqueness of each of the two equations of (9.15) we have two solution curves through

3
every point (x,y), for which y < ~3 22, so by gluing the two solutions together at the point (0, 0) we
1
obtain that y = —3 z? is indeed a solution of (9.13).

d2
Let us then search for possible inflection points, i.e. the set of points where d—Z = 0. We write the
x
first equation of (9.15) in the form

dy 1 3
& _oy — 242
a2V T
Then
d%y 1 1—2%—%3@ 1 12—/ 2y—3a22-32
W 273 ~ 733
2y — 3 22 —2y — 3 g2

provided that z < 0 (and y < —g 22, which is fulfilled, because —é—g < —%).

For the second equation we get the curve of inflection points,

13
y:—EIQ, for x > 0,

which is seen from the above, because the change of variable z — —t carries the second equation into
the first one.

Following the theory, we introduce for x # 0 the new variable z by

I T P N S | oy 2 3 o 1
(9.16) y74B(A 4C - %) 2” = 8(3+z)z7 x z?z



from which

d 3 1 1 1 d 1 d
—y———a:——a:ZQ——a:ZQ——a:QZ—Z —— 3—1—22—1—3:2—2 )
4 dx

de ~ 4" 1 4 47 7 dr
and
2y — ~a? = x2+—x22——m2:lm22:(1mz)2,
4 4 4 4 4 2
S0
(9.17) —2y — 212 = % |zz].

The two equations of (9.15) can of course be joined in one equation, allowing + to enter,
dy 1 3
- T =442y — Z g2
R U A

so using the z variable we get

1 9 dz 1 1
Z:c{3+z +zza}+§xi§xz,
. 1
or, when we for x # 0 divide by 1%
d
1+z2+zz—Z::|:2z,
dx

where the variables can be separated,

dx zdz zdz
9.18) — =— = .
(9.18) x 22+2z2+41 (z£1)?
Since
oz +yn-1_ 1 N 1
(z+1)2  (z+12 241 (2412
and
oz =41 1 1
(z—1)2 (z—-12  z-1 (z-1)2

integration of (9.18) gives either
1 1
Injz|=—-In|z+ 1] — —— + k&, or In|z|=—In|z — 1| + —— + k,
z+1 z—1
so either

1
(9.19) — =0 =Inlzz —z| + k,
x




or

1 T

9.20 =
( ) z+1 Tz 4+ x

=Inl|zz + x| + k,

where k just denotes some constant, which may not be the same, whenever it occurs.

Then we shall eliminate z. It follows from (9.17) that

3
=9/ —2y — 2 22,
|xz| Y=

In case of (9.19 we get the following two possibilities,

C exp| — L + x, for zz > 0,
3 2y/—2y— 322 —x
(021)  2y/-2y— %=
x
C - exp -, for zz < 0.
2¢/—2y— 322+
In case of (9.20) the two possibilities are
x
C -exp -, for zz > 0,
3 2/—2y—3a2+uz
(022)  2y/-2y—Ja?=
x
C-exp| — + x, for zz < 0,
2y/—2y— 322 -z

so when we glue the solutions from (9.21) and (9.22) together, we get

C-exp| — < + x,
3 2y/—2y— 322 —x
(0.23)  2\/-2y— Ja% =
C-exp| + < —x.
2y/-2y— 322+

In this case MAPLE is in trouble when plotting some solutions using IMPLICITPLOT. ¢



10 Summary of solution methods and formulse

We collect in this chapter in a very short form the solution methods and solution formule of this
book. The notation is as usual

dy _

=L de+ M d -
w = L(z,y)dz + M(z,y) dy, or i

f(z,y),

or similarly, where we assume that L(z,y) and M (z,y), or f(z,y) are all sufficiently often continuously
differentiable functions, typically of at least class O, occasionally of class C?, in some given open
domain 2. These assumptions will tacitly be required in the following. The proofs of all formulee have
been given previously in this book.

10.1 Exact and closed differential forms

An exact differential form is easy to integrate. If for some function f(x,y),

B )
L(z,y)dz + M (z,y)dy = 8—£dw+ 8—£dy = df(z,y),

then its integral is f(z,y), and the corresponding differential equation
L(z,y)dz + M(z,y)dy = df(z,y) =0,

has the complete solution,
f(z,y)=0C, where C' is an arbitrary constant.

A given differential form
w = L(z,y)dz + M(z,y) dy,

is closed in the open domain €2, if

oL  OM

a—y = 8—x, for all (ZC,y) €.



If the differential form w is closed in a simply connected domain €2, then it is exact and can be reduced
to the form df(x,y).

If w is exact, its line integral from a point (xo,yp) to another one, (z,y), is independent of the
continuous and piecewise C! path of integration from (zg,yo) to (z,y), where this path should lie
inside the open domain €2. If possible, one may choose the curve consisting of straight line segments
(.To,yo) - (xayO) - (‘T,y)a
provided that all line segments lie in €. If this is not the case, it is not hard geometrically to find an
alternative path of integration lying inside ().
ALTERNATIVELY we pair terms of
w = L(z,y)dz + M(z,y) dy,

which “have a similar look”, whatever is meant by that. We first isolate all addends in L(x, y), which
only depend on z and collect them by addition into one function A(x). If we put A(z) = [ A(x) dz,
then clearly A(z)dz = dA(z). Terms from M (z,y)dy of the form u(y)dy are treated likewise. All
remaining terms contain both x and y, probably in the form dx or dy. These must be paired according
to some of the rules of computation below,

du £ dv =d(u £v), vdu+udv = d(u-v),

vdu —udv U

T_d(;), v 40, f(u)du-d(/f(u)du).
The latter method is often faster, but it requires some skill.

10.2 Integrating factors
When the differential form
w= L(z,y)dz + M(z,y) dy,
is not closed, it is sometimes possible to find a function f(x,y) # 0, such that

f(x’y)w = f(x’y) L(m?y)dl"f’f(x’y) M(.Z‘,y)dy

becomes closed. This is the case, when f(x,y) fulfils the following linear partial differential equation
of first order,

0 0 oL oM
M) 5t~ 2w 5 = {55 - S e,

If w already is closed, then the right hand side is 0, and we may choose f(x,y) a constant. If w is not
closed, we put temporarily z = f(z,y), and then we (try to) solve the following system of differential
equations in the auxiliary parameter ¢,

dx

i - M
T (z,y),
dy
- _ _J
I (z,y),
Lde _ oL oM
zdt 9y Oz’

and then we eliminate the parameter ¢ to get the function z = f(z,y), where f(x,y) is an integrating
function.



10.3 The equation {y+ x F(z* +y*)} doz — {z —y F(z* + y*)} dy = 0.

The solution formula is

1 F
arctan(§> + = / ) dv =C, provided that y > 0.
Yy 2 v=x24y2

It is left to the reader to derive similar formulee, when y < 0, or z > 0, resp. x < 0 instead.

10.4 The equation y f(zy)dz + z g(zy) dy = 0.
The solution formula is for z y{f(zy) — g(xy)} # 0 given by

9(v) : .
In |z| + / ——————dv=_C, where C' is an arbitrary constant.
v=xy v{f(v) - g(’U)}

This solution is supplied with the two trivial solutions £ = 0 and y = 0 and a discussion of the case,
where f(zy) = g(z,y) = 0.

10.5 The case where 1 {8L oM

M(z,y) |0y %} = g(z), and generalizations.

Given the C? differential form

w= L(z,y)dx + M(z,y) dy.

o {3~ ) o

is a function in x alone, then

() = exp (/g(l’) dw)

is an integrating factor of w.

If

The extended version is:

If for some C* function ¢ = ¢(z,v),

oL _ oM
dy  Ox
=g(p)  [=g(e(z,y)]
M(l’,y) % - L(*T’y) g_j

then

w(,y) eXp(/t_ ( )g(t) dt)

is an integrating factor of w.



10.6 Separation of the variables
The implicitly most commonly used method. If the differential equation takes the special form
f(@)dz +g(y) dy = 0,

where x and y are separated, then its complete solution is given by integrating each term separately,
/ flz)dx + / g(y)dy = C, where C' is an arbitrary constant.

In many of the solutions strategies we try to shift parameters in such a way that the variables are
separated after this shift of variables.

10.7 The differential equation y' = f(Az + By + C)

Let f(u) be a continuous function, and A, B, C constants. Consider the differential equation

dy
— = f(A B .
e f(Az+ By + C)

If B = 0, then the solution is trivially given by

y= /f(Aa:JrC)der const.
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If instead B # 0, then the complete solution is given by

_u(r) - Az - C
Y= B )
where the function u(z) is implicitly given by

d
z = F(u;c) = / A—i—Tuf(u) +c, c arbitrary constant.

This means that we shall first find F'(u;¢) and then the inverse of F'(u;¢) = x and finally insert these
functions u = u(x; ¢) into the formula of y.

10.8 Orthogonal trajectories

Given the differential equation
L(z,y)dz + M(x,y)dy = 0.

The differential equation of the orthogonal trajectories is then
M(z,y)dx — L(z,y)dy = 0.

Note that even if one of these two equations may be easy to solve, the same may not be true concerning
the other one.

10.9 The linear differential equation of first order

The complete solution of the linear differential equation

% + f(x)y = g(x)

is given by
y=e '@ / @ g(z)dz+C - e @), C' an arbitrary constant,
where

F(z) = /f(x)dx.

This is probably the most well-known formula for ordinary differential equations. It should be known
by all students who have been through an elementary calculus course at the university.

10.10 Bernoulli’s differential equation

Consider Bernoulli’s differential equation

dy

Tar = T @y +g@)y”,

where f(z) and g(x) are continuous functions, and « is a constant.



If @ = 0, the equation is reduced to the linear inhomogeneous equation

% — f(2)y = g(x),

solved previously.

If @ = 1, the equation is reduced to
dy

L= {f@) + (@),

which is solved by separating the variables, so (leaving out the details)

y=C-exp (/{f(m) +g(x)} dx) , C' arbitrary constant.

Then assume that o # 0 and a # 1. If a > 0, then y = 0 is trivially a solution. If a < 0, then the
differential equation is not defined for y = 0, and y = 0 is not a solution. For y # 0 we define a new
variable by z = y!~%, and then derive the following linear, inhomogeneous differential equation

dz

o = (1= f@)z+ 1 -a)g),

which is solved in the usual way. Finally, the solution of Bernoulli’s equation is given by

1

y=zT-=a,

whenever defined.
We mention in particular the case, when o = 2. Then the derived differential equation in z is given
by

dz 1

— =—f(x) z — g(x), where y = —, when z # 0.

dx z
This case occurs in the most common case of the Riccati equation, when a solution of the Riccati
equation is known.

10.11  Riccati’s differential equation
Given continuous functions f(z), g(x) and h(x). The corresponding Riccati differential equation is

given by

dy
1, H 1@y =9@)y’ +h).
x
The structure of the general solution of the Riccati differential equation is given by

a(z) + k - b(z) o )
= ook d) R ! by = )
Y o(x) + k- dz) or k € R, supplied with y @)’

where a(x), b(z), c(z), d(z) are some in general unknown functions. The additional solution is formally
obtained by taking the limit k£ — +oo.



If we know (or guess) in advance a solution z = z(x) of Riccati’s equation, then the general solution
# z is given by

y = u(z) + 2(z),
where u(x) is the general solution of the following Bernoulli differential equation,

(@)~ 22(0) - gl = gla) -2

1
which is transformed into the following linear differential equation in —,
U

u

d /1 1
S (3) + 2@ ot~ ) 5 = (o)
If
F(o)i= [{2:(0)- (o) — f(0)}

where z(z) is the given solution, then the general solution of the Riccati differential equation is either
y = z(x), or

_Coz(x) + [e@g(z)dw
- C— [eF@g(x)dr

Y C arbitrary constant.

The special Riccati equation

Y4 Q)y + By = Pla),

where R(z) # 0, can be solved by transforming it into a linear differential equation of second order,
typically by inserting a formal power series solution. We shall here not go further into this matter,
because we have restricted ourselves to differential equation of first order.

10.12 Homogeneous differential equations

A function F(z,y) is called homogeneous of degree n, if
F(Ax, \y) = \" F(x,y), for all A € R.

A homogeneous differential equation has the structure
L(z,y)dz + M(x,y)dy = 0,

where L(z,y) and M (z,y) are homogeneous functions of the same degree n.

We first find the possible rectilinear solutions z = 0, or y = « - by insertion and reduction, i.e. we
check if M(0,y) =0, when = = 0 is a solution. Otherwise, the constant o must satisfy the equation

L(l,a)+a-M(1,a) = 0.

For every solution « of this equation, y = « - x is a rectilinear solution of the differential equation.



ORDINARY DIFFERENTIAL
EQUATIONS OF FIRST ORDER SOME SIMPLE IMPLICIT GIVEN DIFFERENTIAL EQUATIONS.

The rectilinear solutions divide the plane into a number of open sectors. In each of these sectors we
change variables,

Yy=0-x, and dy = vdx + xdo.
This transformation reduces the differential equation to
{L(1,v) +vM(1,v)}dax + 2 M(1,v)dv =0,
where the variables can be separated, and the general solution is given by the implicit expression

ln ‘.T“"/ M(]‘?’U)
v=y/z L(].,’U) +'UM(17'U)

dv + C,| C an arbitrary constant.

d
10.13 The differential equation d—y = f<g>
T
The differential equation

%:f(%>, o f(Z)de—ay=0, a#o0,

is an homogeneous differential equation of degree 0, so by the previous section the general solution is
given by

d
In |z — / v C, C' an arbitrary constant.
v=y/x f(’U) -v

SIMPLY CLEVER
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10.14  The differential equation el f<

dy aa:+by+c)

x ar + By +

Given the differential equation

dy

dx

where

_f<ax—|—by+c)
ez +By+v)’

a, b, ¢c and «, B, v are given constants. The solution method of this equation depends very

much on these constants. We describe below the possibilities.

1) If vy = ¢ =0, then the equation is homogeneous of degree 0, and for x # 0 it is written

dy ar+by \ a+b?\ y
o) () - r ().

which is of the type considered in the previous section.

2) Assume that at least one of the constants ¢ and « is # 0. Then we have two possibilities.

a)

b)

Either

a b
a/@,‘7&0, or

o

a

o Z ‘ # 0. Then the two lines ax + by + c =0 and ax + By +~v =0,
intersect at the point (£,7), where

-y /

Change variables to x1 := 2 — £ and y; := y — 1, and the equation is reduced to

dylzf ary + by _y at+b _p(n
dzq ary + By OZJrﬁ% x1)’
which was solved in the previous section.

a b
B

B8 =0, and either &« = 0 or b = 0;

We first assume that

a ¢

£=- o

and n=-—

a b a b
a B a B

Then assume that = 0. We have the following possibilities,

a=0, and either &« = 0 or b = 0;
all four constants are # 0.
i) If 8 =0 and o = 0, then the equation is reduced to
d b
dy _f<ax+y+6) ,
da YTy

which is a type, which already has been considered.



ii) If 5 =0 and b = 0, the equation becomes trivial,

%*f axr +c
de "\Nax+7v)’

and the complete solution is

y= /f( 0+ C) dz + C, C an arbitrary constant.
axr + 7y

iii) If a = 0, we express © = z(y) as a function in y,

do 1 B ( by + ¢ )
dy ( by + ¢ )g ar+By+v)’
azr + By +7

and we shall just repeat the analysis above, when g = 0.
iv) Finally, assume that a, b, o, 8 # 0. Put
v:=axr+ By + 7.

Then the new variable v satisfies the differential equation

bv + cB + by
pu ’

where the variables can be separated, so the general solution is described by

dv

v 5y

YTBTBTTE

where v is implicitly given by

d
/ Y =z+4C, C an arbitrary constant.

a+ﬁf<bv+;ﬁ;+b'y>
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d’Alembert’s equation, 226
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Banach’s fix point theorem, 5
barometer formula, 72
Bernoulli’s equation, 105, 123
Bessel function, 149

Boyle’s law, 71
c-discriminant equation, 172
Cassini curves, 79

Cauchy sequence, 6

centre, 193, 199, 200, 207
chain rule, 11

Chrystal’s equation, 232, 234, 241
Clairaut’s equation, 215
closed differential form, 22
col, 193, 195

compact set, 4, 7

complete solution, 13
contraction, 5

Coulomb’s law, 46
cross-ratio, 149

differential form, 21
dipole, 164
direction field, 75

electrical circuit, 103
envelope, 217

equipotential curve, 16, 75
error function, 87

FEuler’s extended theorem, 159
FEuler’s theorem, 159

exact differential form, 22

existence and uniqueness theorem, 20

fix point, 5
focus, 197, 199, 200
Fredholm integral equation,74

Goursat’s equation, 214
gradient, 41
graph, 13

homogeneous function of degree N, 159

initial value problem, 20

integral curve, 13
integrating factor, 40, 47
isocline, 14, 159, 161

kernel, 7

linear differential equation of first order, 81
Lipschitz condition, 17

method of isoclines, 14
monomial, 127, 138

Neumann series, 8
node, 196, 199

ordinary differential equation of first order, 13
orthogonal trajectory, 75

particular solution, 13
pointwise convergence, 3

Riccati’s equation, 123

saddle point, 193, 195

singular point, 20, 90, 93, 159

singular point of differential equation of first or-
der, 21

solution, 13

streamline, 16, 75

theorem of implicit given functions, 13
total solution, 13

vector field, 16
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