
School of Computing Science and Engineering
Course Code : CSAR2020 Course Name: Introduction To Augmented Reality And Virtual 

Reality 

Program Name: B.Tech Program Code: AR&VR

Module –II
GEOMETRIC MODELLING



School of Computing Science and Engineering
Course Code : CSAR2020 Course Name: Introduction To Augmented Reality And Virtual Reality 

Program Name: B.Tech Program Code: AR&VR

Geometric Modeling: Introduction 

• Geometric modeling is a branch of applied mathematics and computational geometry that

studies methods and algorithms for the mathematical description of shapes.

• The shapes studied in geometric modeling are mostly two- or three-dimensional, although

many of its tools and principles can be applied to sets of any finite dimension. Today most

geometric modeling is done with computers and for computer-based applications. Two-

dimensional models are important in computer typography and technical drawing. Three-

dimensional models are central to computer-aided design and manufacturing (CAD/CAM),

and widely used in many applied technical fields such as civil and mechanical

engineering, architecture, geology and medical image processing.

https://en.wikipedia.org/wiki/Applied_mathematics
https://en.wikipedia.org/wiki/Computational_geometry
https://en.wikipedia.org/wiki/Algorithms
https://en.wikipedia.org/wiki/Dimension
https://en.wikipedia.org/wiki/2D_geometric_model
https://en.wikipedia.org/wiki/Typography
https://en.wikipedia.org/wiki/Technical_drawing
https://en.wikipedia.org/wiki/3D_modeling
https://en.wikipedia.org/wiki/Computer-aided_design
https://en.wikipedia.org/wiki/Computer-aided_manufacturing
https://en.wikipedia.org/wiki/Civil_engineering
https://en.wikipedia.org/wiki/Mechanical_engineering
https://en.wikipedia.org/wiki/Architecture
https://en.wikipedia.org/wiki/Geologic_modeling
https://en.wikipedia.org/wiki/Medical_image_processing
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• Geometric models are usually distinguished

from procedural and object-oriented models, which define

the shape implicitly by an opaque algorithm that generates

its appearance. They are also contrasted with digital

images and volumetric models which represent the shape as

a subset of a fine regular partition of space; and

with fractal models that give an infinitely recursive definition

of the shape. However, these distinctions are often blurred:

for instance, a digital image can be interpreted as a collection

of colored squares; and geometric shapes such as circles are

defined by implicit mathematical equations. Also,

a fractal model yields a parametric or implicit model when

its recursive definition is truncated to a finite depth.

https://en.wikipedia.org/wiki/Procedural_modeling
https://en.wikipedia.org/wiki/Object-oriented_modeling
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Volumetric_model
https://en.wikipedia.org/wiki/Fractal
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Color
https://en.wikipedia.org/wiki/Square_(geometry)
https://en.wikipedia.org/wiki/Circle
https://en.wikipedia.org/wiki/Fractal
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From 2D to 3D 

• 2D to 3D video conversion (also called 2D to stereo 3D conversion and stereo conversion) is the process of

transforming 2D ("flat") film to 3D form, which in almost all cases is stereo, so it is the process of creating

imagery for each eye from one 2D image.

• D-to-3D conversion adds the binocular disparity depth cue to digital images perceived by the brain, thus, if done

properly, greatly improving the immersive effect while viewing stereo video in comparison to 2D video.

However, in order to be successful, the conversion should be done with sufficient accuracy and correctness: the

quality of the original 2D images should not deteriorate, and the introduced disparity cue should not contradict

other cues used by the brain for depth perception. If done properly and thoroughly, the conversion produces

stereo video of similar quality to "native" stereo video which is shot in stereo and accurately adjusted and

aligned in post-production.

• Two approaches to stereo conversion can be loosely defined: quality semiautomatic conversion for cinema and

high quality 3DTV, and low-quality automatic conversion for cheap 3DTV, VOD and similar applications.

https://en.wikipedia.org/wiki/3D_film
https://en.wikipedia.org/wiki/Stereoscopy
https://en.wikipedia.org/wiki/Depth_perception#Binocular_cues
https://en.wikipedia.org/wiki/Depth_perception
https://en.wikipedia.org/wiki/3DTV
https://en.wikipedia.org/wiki/Video_on_demand
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Importance and applicability

With the increase of films released in 3D, 2D to 3D conversion has become more common. The

majority of non-CGI stereo 3D blockbusters are converted fully or at least partially from 2D footage.

Even Avatar contains several scenes shot in 2D and converted to stereo in post-production. The reasons

for shooting in 2D instead of stereo are financial, technical and sometimes artistic:

•Stereo post-production workflow is much more complex and not as well-established as 2D workflow,

requiring more work and rendering.

•Professional stereoscopic rigs are much more expensive and bulky than customary monocular cameras.

Some shots, particularly action scenes, can be only shot with relatively small 2D cameras.

•Stereo cameras can introduce various mismatches in stereo image (such as vertical parallax, tilt, color

shift, reflections and glares in different positions) that should be fixed in post-production anyway

because they ruin the 3D effect. This correction sometimes may have complexity comparable to stereo

conversion.

https://en.wikipedia.org/wiki/Computer-generated_imagery
https://en.wikipedia.org/wiki/Avatar_(2009_movie)
https://en.wikipedia.org/wiki/Parallax
https://en.wikipedia.org/wiki/Crosstalk_(electronics)
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General problems

Without respect to particular algorithms, all conversion workflows should solve the following

tasks:

Allocation of "depth budget" – defining the range of permitted disparity or depth, what depth value

corresponds to the screen position (so-called "convergence point" position), the permitted distance ranges for

out-of-the-screen effects and behind-the-screen background objects. If an object in stereo pair is in exactly

the same spot for both eyes, then it will appear on the screen surface and it will be in zero parallax. Objects in

front of the screen are said to be in negative parallax, and background imagery behind the screen is in

positive parallax. There are the corresponding negative or positive offsets in object positions for left and right

eye images.

1.Control of comfortable disparity depending on scene type and motion – too much parallax or

conflicting depth cues may cause eye-strain and nausea effects
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1.Filling of uncovered areas – left or right view images show a scene from a different angle, and

parts of objects or entire objects covered by the foreground in the original 2D image should become

visible in a stereo pair. Sometimes the background surfaces are known or can be estimated, so they

should be used for filling uncovered areas. Otherwise the unknown areas must be filled in by an artist

or inpainted, since the exact reconstruction is not possible.

High quality conversion methods should also deal with many typical problems including:

•Translucent objects

•Reflections

•Fuzzy semi-transparent object borders – such as hair, fur, foreground out-of-focus objects, thin objects

•Film grain (real or artificial) and similar noise effects

•Scenes with fast erratic motion

•Small particles – rain, snow, explosions and so on.

https://en.wikipedia.org/wiki/Inpainting
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3D Boundary representation

In solid modeling and computer-aided design, boundary representation—often abbreviated as B-

rep or BREP—is a method for representing shapes using the limits. A solid is represented as a collection of

connected surface elements, the boundary between solid and non-solid.

Boundary representation of models are composed of two parts: topology and geometry (surfaces,

curves and points). The main topological items are: faces, edges and vertices. A face is a bounded portion of

a surface; an edge is a bounded piece of a curve and a vertex lies at a point. Other elements are the shell (a set

of connected faces), the loop (a circuit of edges bounding a face) and loop-edge links (also known as winged

edge links or half-edges) which are used to create the edge circuits. The edges are like the edges of a table,

bounding a surface portion. Compared to the constructive solid geometry (CSG) representation, which uses

only primitive objects and Boolean operations to combine them, boundary representation is more flexible and

has a much richer operation set. In addition to the Boolean operations, B-rep has extrusion (or

sweeping), chamfer, blending, drafting, shelling, tweaking and other operations which make use of these.

https://en.wikipedia.org/wiki/Solid_modeling
https://en.wikipedia.org/wiki/Computer-aided_design
https://en.wikipedia.org/wiki/Topology
https://en.wikipedia.org/wiki/Face_(geometry)
https://en.wikipedia.org/wiki/Edge_(geometry)
https://en.wikipedia.org/wiki/Vertex_(geometry)
https://en.wikipedia.org/wiki/Computer_representation_of_surfaces
https://en.wikipedia.org/wiki/Winged_edge
https://en.wikipedia.org/wiki/Constructive_solid_geometry
https://en.wikipedia.org/wiki/Boolean_logic
https://en.wikipedia.org/wiki/Extrusion
https://en.wikipedia.org/wiki/Chamfering
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Stereo cameras can betray practical effects used during filming. For example, some scenes in

the Lord of the Rings film trilogy were filmed using forced perspective to allow two actors to appear to be

different physical sizes. The same scene filmed in stereo would reveal that the actors were not the same

distance from the camera.

By their very nature, stereo cameras have restrictions on how far the camera can be from the filmed

subject and still provide acceptable stereo separation. For example, the simplest way to film a scene set on the

side of a building might be to use a camera rig from across the street on a neighboring building, using a zoom

lens. However, while the zoom lens would provide acceptable image quality, the stereo separation would be

virtually nil over such a distance.

Even in the case of stereo shooting, conversion can frequently be necessary. Besides the mentioned

hard-to-shoot scenes, there are situations when mismatches in stereo views are too big to adjust, and it is

simpler to perform 2D to stereo conversion, treating one of the views as the original 2D source.

https://en.wikipedia.org/wiki/Practical_effect
https://en.wikipedia.org/wiki/The_Lord_of_the_Rings_(film_series)
https://en.wikipedia.org/wiki/Forced_perspective
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Coachwork example generated using the B-Rep model. Notice that the surface 

areas are stitched together.
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Geometric Transformations
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Reflection, Rotation, or Translation
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Reflection, Rotation, or Translation
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Reflection, Rotation, or Translation



School of Computing Science and Engineering
Course Code : CSAR2020 Course Name: Introduction To Augmented Reality And Virtual Reality 

Program Name: B.Tech Program Code: AR&VR

Reflection, Rotation, or Translation
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Reflection, Rotation, or Translation
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Why is this not perfect reflection?



School of Computing Science and Engineering
Course Code : CSAR2020 Course Name: Introduction To Augmented Reality And Virtual Reality 

Program Name: B.Tech Program Code: AR&VR

Reflection, Rotation, or Translation
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Reflection, Rotation, or 

Translation
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Frames of reference 
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A Generic VR system-A virtual environment

A virtual environment is a networked application that allows a user to interact with both the computing

environment and the work of other users. Email, chat, web-based document sharing applications are all

examples of virtual environments. Simply put, it is a networked common operating space. Once the fidelity

of the virtual environment is such that it "creates a psychological state in which the individual perceives

himself or herself as existing within the virtual environment" (Blascovich, 2002, pg 129) then the virtual

environment (VE) had progressed into the realm of immersive virtual environments (IVEs).

https://en.wikipedia.org/wiki/Immersion_(virtual_reality)
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How Virtual Reality Environment Works?

Virtual reality environments, much like video games, provide sensory stimulation in a closed sensory environment. By

isolating the user from real-world sensations, it emulates the setting by duplicating not only the objects and faces that

we see in everyday lives, but also audio feedback, motion, and movements as well as orientation mechanics. Moreover,

it provides the illusion of a placement to another location by offering an enhanced display accompanied by other

modalities.

The architecture of a VR environment consists of a high-tech computer, a human-computer interface

combination with one or more users which interact with and perceive the artificially created world.

A virtual reality environment focuses on each of the human senses. Sensory feedback to the user is provided numerous

output devices which work in conjunction with input sensors. Graphic workstations are responsible for providing visual

feedback while MIDI output provides the audio.
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Some of the commonly used devices for immersive VR experiences include but are not

limited to:

Magnetic trackers

Data Gloves

MIDI keyboards

Shutter Glasses

Head-Mounted Displays

CAVE
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Types of Virtual Reality Environments

The cornerstone of Augmented as well as VR systems, virtual reality environments give the

consumer a context preview of the experience they are about to have.

There are a number of different VR Environments. Tailor made with vastly different features; the

various types give the users extremely diverse immersive experiences. As such, they are broadly categorized

into four types. Each category is graded based on the level of immersion and perceptiveness it provides to

the users. These four main categories are:

• Non-immersive

• Semi-immersive

• Completely Immersive

• Or Collaborative
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Non-Immersive

Implementing the least amount of VR techniques, Non-immersive type uses the desktop system for

viewing. By using a standard high-resolution monitor, along with conventional interactive tools such as

keyboards, trackballs, or mice, Non Immersive systems are the most basic.

Semi Immersive

Using slightly more complex VR technologies, a semi- immersive virtual reality environment or system

is one of the latest of the lot. Providing a greater sense of immersion and presence than the non-

immersive version, the perfect example of a semi-immersive type would be a flight simulator. A flight

simulator with large projection screens and a great projection system and monitors allows the user to

indulge partly in an immersive atmosphere but still be aware of real world surroundings.
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Completely Immersive

VR systems that provide the most direct and encompassing experience are the fully immersive

virtual reality environments. They are usually provided with the help of Head-Mounted Displays

(HMD) or a head-coupled display for example Binocular Omni-Orientation Monitor (BOOM).

Collaborative

Another type that is becoming increasingly popular these days is a collaborative virtual

environment. Allowing a number of people based at various locations to interact with one another in a

similar space, collaborative system gives a group of individuals a collective experience. It is the

collaborative system, which when accompanied by a mix of the real world fragments, is known as

augmented reality environment.

https://appreal-vr.com/blog/collaborative-virtual-environment-how-it-works/
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Virtual Reality (VR) is the use of computer

technology to create a simulated environment. Unlike

traditional user interfaces, VR places the user inside an

experience. Instead of viewing a screen in front of them,

users are immersed and able to interact with 3D worlds.

The Computer environment 
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Virtual Reality technology

Virtual Reality’s most immediately-recognizable component is the head-mounted display (HMD).

Human beings are visual creatures, and display technology is often the single biggest difference between

immersive Virtual Reality systems and traditional user interfaces. For instance, CAVE automatic virtual

environments actively display virtual content onto room-sized screens. While they are fun for people in

universities and big labs, consumer and industrial wearables are the wild west.

With a multiplicity of emerging hardware and software options, the future of wearables is unfolding but

yet unknown. Concepts such as the HTC Vive Pro Eye, Oculus Quest and Playstation VR are leading the way, but

there are also players like Google, Apple, Samsung, Lenovo and others who may surprise the industry with new

levels of immersion and usability. Whomever comes out ahead, the simplicity of buying a helmet-sized device

that can work in a living-room, office, or factory floor has made HMDs center stage when it comes to Virtual

Reality technologies.

https://www.marxentlabs.com/podcast/virtual-reality-hmds/
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Interaction model 1 (IM1)

The user uses an HTC Vive motion controller [14] to pick up cubes by touching them with the

controller and holding down the trigger. The user then moves their controller to the target bucket and

releases the trigger to drop the box. This is one of the most common interaction models currently used in PC-

based Virtual reality such as in the SteamVR Home [15] application which serves as base environment for

SteamVR.

Interaction model 2 (IM2)

The user touches cubes with a Vive motion controller like in interaction model 1 but they are

automatically picked up on touch without having to press any buttons. The user can then press and

immediately release the trigger to drop the cube. This interaction model is seemingly not used as much as

interaction model 1 but some high-profile games such as Rec Room [16] use it as an alternative when players

must hold objects for a longer time.

Interaction model 
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Interaction model 3 (IM3)

The user uses a laser pointer extending from the top of a Vive motion controller to move the cubes. A

cube is picked up by holding the trigger when the laser pointer hits it. The cube is then suspended in the air in

the same position relative to the controller as when it was picked up. The cube is dropped by releasing the

trigger. This interaction model is commonly used to navigate in menus, which it is used for in both previously

mentioned applications, Steam VR Home and Rec Room.

Interaction model 4 (IM4)

The user uses a laser pointer identical to interaction model 3 but extending from the user’s head. The

user again can pick up cubes by aiming at them with the head-mounted laser and holding down the trigger on a

Vive motion controller and drop them by releasing the trigger. This is not common with PC-based VR setups but

is usually used in other setups like mobile VR games or others that do not feature motion controllers. One such

game is the Until Dawn spinoff game “The inpatient” [17] which uses this interaction model coupled with a PS4

controller.




