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Abstract 
 

Machine learning is a branch of artificial intelligence (AI) and computer science which focuses on 

the use of data and algorithms to imitate the way that humans learn, gradually improving its accuracy. 

Supervised learning is the type of machine learning in which machines are trained using well 

"labelled" training data, and on basis of that data, machines predict the output. We will be focusing 

on the following models in particular: Simple Linear Regression, Multiple Linear Regression model, 

Support Vector Regression model, Random Forest model on the datasets to check which model gives 

the highest accuracy. Supervised learning is the type of machine learning in which machines are 

trained using well "labelled" training data, and on basis of that data, machines predict the output. The 

labelled data means some input data is already tagged with the correct output. Regression algorithms 

are used if there is a relationship between the input variable and the output variable. It is used for the 

prediction of continuous variables, such as Weather forecasting, Market Trends, etc. Regression 

models describe the relationship between variables by fitting a line to the observed data. Linear 

regression models use a straight line, while logistic and nonlinear regression models use a curved 

line. Regression allows you to estimate how a dependent variable change as the independent 

variable(s) change. Simple linear regression is used to estimate the relationship between two 

quantitative variables. Classification algorithms are used when the output variable is categorical, 

which means there are two classes such as Yes-No, Male-Female, True-false, etc. Spam Filtering, 

Random Forest, Decision Trees, Logistic Regression, Support vector Machines 

 

 

Tools and Technologies used: Python, Kaggle, Machine Learning libraries 
 
 

https://www.ibm.com/in-en/cloud/learn/what-is-artificial-intelligence
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Introduction 

 

 

 

 

 

 

 

1.1 INTRODUCTION 

 
 

SIMPLE LINEAR REGRESSION  

 

  Regression models describe the relationship between variables by fitting a line to the observed data. 

Linear regression models use a straight line, while logistic and nonlinear regression models use a 

curved line. Regression allows you to estimate how a dependent variable change as the independent 

variable(s) change. Simple linear regression is used to estimate the relationship between two 

quantitative variables. You can use simple linear regression when you want to know: 

1. How strong the relationship is between two variables (e.g. the relationship between rainfall 

and soil erosion). 

2. The value of the dependent variable at a certain value of the independent variable (e.g the 

amount of soil erosion at a certain level of rainfall). 
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MULTIPLE LINEAR REGRESSION  

 

  Multiple linear regression is used to estimate the relationship between two or more independent 

variables and one dependent variable. MLR is used extensively in econometrics and financial 

inference. 

It is sometimes known simply as multiple regression, and it is an extension of linear regression. 

The variable that we want to predict is known as the dependent variable, while the variables we use 

to predict the value of the dependent variable are known as independent or explanatory variables. 
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RANDOM FOREST REGRESSION  

 

Random Forest Regression is a supervised learning algorithm that uses ensemble learning 

method for regression.  A Random Forest operates by constructing several decision trees during 

training time and outputting the mean of the classes as the prediction of all the trees. The basic idea 

behind this is to combine multiple decision trees in determining the final output rather than relying 

on individual decision trees. 

Random Forest has multiple decision trees as base learning models. We randomly perform row 

sampling and feature sampling from the dataset forming sample datasets for every model.  
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SUPPORT VECTOR REGRESSION  

 

Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, which 

is used for Classification as well as Regression problems. However, primarily, it is used for 

Classification problems in Machine Learning. 

The goal of the SVM algorithm is to create the best line or decision boundary that can segregate n-

dimensional space into classes so that we can easily put the new data point in the correct category in 

the future. This best decision boundary is called a hyperplane. 

SVM chooses the extreme points/vectors that help in creating the hyperplane. These extreme cases 

are called as support vectors, and hence algorithm is termed as Support Vector Machine. Consider 

the below diagram in which there are two different categories that are classified using a decision 

boundary or hyperplane: 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER-1 

Introduction 

 

 

 

 

 

1.2 FORMULATION OF PROBLEM   

 

Machine learning uses programmed algorithms that receive and analyse input data to predict 

output values within an acceptable range. As new data is fed to these algorithms, they learn and 

optimise their operations to improve performance, developing ‘intelligence’ over time. There are 

four types of machine learning algorithms: supervised, semi-supervised, unsupervised and 

reinforcement. Learning must generally be supervised: Training data must be tagged, Machine 

learning is stochastic, not deterministic, some of the limitations of ml algorithms. 

 

PROPOSED SOLUTION 

 

We’ll be doing comparisons between simple linear regression, multiple linear regression, support 

vector regression and random forest to understand which algorithm works best for various 

models. Also, checking the accuracy for each system. 
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1.2.1 TOOL AND TECHNOLOGY USED: 

 
Software Requirement: 

 

Kaggle: 

 

It is a subsidiary of Google LLC, is an online community of data scientists and machine learning 

practitioners. Kaggle allows users to find and publish data sets, explore and build models in a web-

based data-science environment, work with other data scientists and machine learning engineers, and 

enter competitions to solve data science challenges. 

 

Programming Languages: 

 

- Python: 

 

Python is a computer programming language often used to build websites and software, automate tasks, 

and conduct data analysis. Python is a general-purpose language, meaning it can be used to create a 

variety of different programs and isn’t specialized for any specific problems. This versatility, along 

with its beginner-friendliness, has made it one of the most-used programming languages today
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Simple linear regression 

The formula for a simple linear regression is: 

 

● y is the predicted value of the dependent variable (y) for any given value of the independent 

variable (x). 

● B0 is the intercept, the predicted value of y when the x is 0. 

● B1 is the regression coefficient – how much we expect y to change as x increases. 

● x is the independent variable (the variable we expect is influencing y). 

● e is the error of the estimate, or how much variation there is in our estimate of the regression 

coefficient. 

Linear regression finds the line of best fit through your data by searching for the regression 

coefficient (B1) that minimizes the total error (e) of the model. While you can perform a linear 

regression by hand, this is a tedious process, so most people use statistical programs to help them 

quickly analyses the data. 



 CHAPTER-2 

Literature 

Survey 

 

 

  
 

 

Multiple linear regression  

The formula for multiple linear regression is: 

 

● y = the predicted value of the dependent variable 

● B0 = the y-intercept (value of y when all other parameters are set to 0) 

● B1X1= the regression coefficient (B1) of the first independent variable (X1) (a.k.a. the 

effect that increases the value of the independent variable has on the predicted y value) 

● … = do the same for however many independent variables you are testing 

● BnXn = the regression coefficient of the last independent variable 

● e = model error (a.k.a. how much variation there is in our estimate of y) 

Multiple linear regression (MLR), also known simply as multiple regression, is a statistical technique 

that uses several explanatory variables to predict the outcome of a response variable. The goal of 

multiple linear regression is to model the linear relationship between the explanatory (independent) 

variables and response (dependent) variables. In essence, multiple regression is the extension of 

ordinary least-squares (OLS) regression because it involves more than one explanatory variable. 
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Random Forest Regression 

Random Forest Regression is a supervised learning algorithm that uses the ensemble learning method 

for regression. The ensemble learning method is a technique that combines predictions from multiple 

machine learning algorithms to make a more accurate prediction than a single model. 

 

 

 

The diagram above shows the structure of a Random Forest. We notice that the trees run in parallel 

with no interaction amongst them. A Random Forest operates by constructing several decision trees 

during training time and outputting the mean of the classes as the prediction of all the trees. To get a 

better understanding of the Random Forest algorithm, let’s walk through the steps: 

a) Pick at random k data points from the training set. 

b) Build a decision tree associated to these k data points. 

c) Choose the number N of trees you want to build and repeat steps 1 and 2. 

d) For a new data point, make each one of your N-tree trees predict the value of y for the data 

point in question and assign the new data point to the average across all of the predicted y 

values.
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WORKING: 

a) Simple Linear Regression ~ For predicting Salary based on no. of years worked 
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b) Multiple Linear Regression ~ To Predict profit of a company based of various factors 
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c) Random Forest Regression ~ To predict Salary based on previous job position 
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d) Support Vector Regression ~ To predict Salary based on previous job position 
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RESULTS AND OUTPUT: 

 

- Accuracy of linear regression model = 98.8% 
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- Accuracy of multiple regression model = 93.4% 
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- Accuracy of random forest regression model = 97.8% 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER-3 

Working and Output 

 

 

 

 

 

- Accuracy of support vector regression model = 75.16% 
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5.1 CONCLUSION AND FUTURE SCOPE: 

 

In Simple linear regression, one is predictor or independent variable and other is response or 

dependent variable. It looks for statistical relationship but not deterministic relationship. Relationship 

between two variables is said to be deterministic if one variable can be accurately expressed by the 

other. 

The key point in Simple Linear Regression is that the dependent variable must be a continuous/real 

value. However, the independent variable can be measured on continuous or categorical values. 

 

 

Multiple linear regression attempts to model the relationship between two or more explanatory 

variables and a response variable by fitting a linear equation to observed data. Every value of the 

independent variable x is associated with a value of the dependent variable y.  

A Random Forest Regression model is powerful and accurate. It usually performs great on many 

problems, including features with non-linear relationships. Disadvantages, however, include the 

following: there is no interpretability, overfitting may easily occur, we choose the number of trees to 

include in the model. 

The goal of the Support Vector regression algorithm is to create the best line or decision boundary 

that can segregate n-dimensional space into classes so that we can easily put the new data point in 

the correct category in the future.
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