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Abstract 

 

This project was assigned to seventh semester students for a better understanding of how to 

work on projects given by the department of computer science and engineering, GU. 

Computer vision technologies in combination with cameras to achieve image recognition 

have helped the machine to perceive, understand and interact with real world objects. The 

main objective of this project is to design and build a system which automatically identifies 

an image by implementing machine learning models and image processing techniques. 

Some of the machine learning models used are Google Lens, Instagram clone. Image 

classification is an important tool for extracting information from digital images. Image 

classification is a complex process that may be affected by many factors. This paper 

examines current practices, problems, and prospects of image classification. The emphasis is 

placed on the summarization of major advanced classification approaches and the 

techniques used for improving classification accuracy. In addition, some important issues 

affecting classification performance are discussed. The main role of image classification is 

to detect, recognize and classify the features of an object in an image depending on the type 

of class. For the fact that many people may not be very good at recognizing a particular 

object and its specification, our application will present a set of options for correctly 

verifying the selected Object. On completion of this project, we had a better understanding 

of machine learning, image processing which is our primary focus of this project. 
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Initial Topic: Image Classification 

Broader Terms: 

• TensorFlow 

• CNN (Convolutional Neural Networks) 

• Python 

• Keras 

Related Terms: 

• Relevant Datasets 

• Data abstraction 
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• Evaluation of Model 
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CHAPTER-1  

Introduction 

1.1 .1 Introduction of Project: 

Lillsand and Kiefer defined image processing as involving manipulation of digital images 

with the use of computers. It is a broad subject and involves processes that are 

mathematically complex [1]. Image processing involves some basic operations namely 

image restoration/rectification, image enhancement, image classification, images fusion 

etc. Image classification forms an important part of image processing. The objective of 

image classification is the automatic allocation of images to thematic classes [1]. Two 

types of classification are supervised classification and unsupervised classification. The 

process of image classification involves two steps, training of the system followed by 

testing. The training process means to take the characteristic properties of the images 

(form a class) and form a unique description for a particular class. The process is done for 

all classes depending on the type of classification problem; binary classification or multi-

class classification. The testing step means to categorize the test images under various 

classes for which system was trained. This assigning of class is done based on the 

partitioning between classes based on the training features. Artificial Intelligence(AI) is 

now at the heart of innovation economy and thus the base for this project is also the same. 

In the recent past a field of AI namely Deep Learning has turned a lot of heads due to its 

impressive results in terms of accuracy when compared to the already existing Machine 

learning algorithms. The task of being able to generate a meaningful sentence from an 

image is a difficult task but can have great impact, for instance helping the visually 

impaired to have a better understanding of images. The task of image captioning is 

significantly harder than that of image classification, which has been the main focus in the 

computer vision community. A description for an image must capture the relationship 

between the objects in the image. In addition to the visual understanding of the image, the 

above semantic knowledge has to be expressed in a natural language like English, which 

means that a language model is needed. The attempts made in the past have all been to 

stitch the two models together. Caption generation is an interesting artificial intelligence 



problem where a descriptive sentence is generated for a given image. It involves the dual 

techniques from computer vision to understand the content of the image and a language 

model from the field of natural language processing to turn the understanding of the image 

into words in the right order. Image captioning has various applications such as 

recommendations in editing applications, usage in virtual assistants, for image indexing, 

for visually impaired persons, for social media, and several other natural language 

processing applications. Since 2006, deep structured learning, or more commonly called 

deep learning or hierarchical learning, has emerged as a new area of machine learning 

research [2]. Several definitions are available for Deep Learning; coating one of the many 

definitions from [2] Deep Learning is defined as: A class of machine learning techniques 

that exploit many layers of nonlinear information processing for supervised or 

unsupervised feature extraction and transformation and for pattern analysis and 

classification. This work aims at the application of Convolutional Neural Network or CNN 

for image classification. The image data used for testing the algorithm includes remote 

sensing data of aerial images and scene data from SUN database. The rest of the paper is 

organized as follows. Section 2 deals with the working of the network followed by section 

2.1 with theoretical background. The working of CNN is described in section 2.2. Section 

3 gives the experimental procedure in detail. Finally, section 4 deals with the experimental 

results obtained using CNN. 

 

1.1 Problem Definition: 

In day to day life we have seen lots of images on internet and almost everywhere like         

news, articles. Sometimes images having some short amount of description about it but out 

of them some images are just images and nothing extra as we are human we can figure out 

what’s in it. So we are trying to build a model that will take input image from user and then 

machine gives a suitable caption. So due to this our model can analyse thousands of images 

and then it will be used for test purposes to know what images says. It is very helpful in 

Artificial Intelligence to recognize images and gives responses to request sends comes from 

users. 



 

 

1.1.1 Tool and Technology Used: 

In the report we first consider the task of image classification separately. We try to classify 

the images of the cifar-10 dataset using various classifiers. We first try to train the model 

using a K-Nearest Neighbour classifier. Then we try to apply some linear classifiers. The 

accuracy with these models was much less than expected since a high loss factor at the time 

of classification will amplify the loss even further at the time of caption generation. We then 

try to train a simple Convolutional Neural Network and achieve decent results within few 

hours of training. Thus, by the end of this section we conclude that CNN are a good fit to be 

used as the image encoder for the captioning model . 

 

 

Python: 

Python is an interpreted , high-level , general-purpose programming language . Created by 

Guido van Rossum and first released in 1991, Python's design philosophy emphasizes code 

readability with its notable use of significant whitespace . Its language constructs and 

object-oriented approach aim to help programmers write clear, logical code for small and 

largescale projects 

 

 

 

 

 

 

Chapter 2. 

Literature Survey 

 

 



The internet is now packed with an abundance of photos and videos, fostering search 

progress. Applications and algorithms that can analyse image and video semantic 

analysis[1] to present the user with Better content search and summarization of them. 

Significant breakthroughs have occurred in image marking, target recognition, Classification 

of scenes [2] [3], areas identified by various researchers worldwide. This adds to make it 

possible to formulate techniques for target identification and scene classification questions. 

Since artificial neural networks have been developed, In the field of object detection and 

scene classification, especially convolutionary neural classification, a performance 

breakthrough has been demonstrated. This thesis focuses on finding the right network for 

this reason (CNN)[4][5][6]. Extraction of functionality is a crucial component of the steps of 

these algorithms. Feature extraction from images requires extracting from low-level image 

pixel values a minimum number of features containing a high volume of object or scene 

detail, thus capturing the difference between the types of objects concerned. Scale-invariant 

feature transformation (SIFT)[7], histogram of directed gradients (HOG)[8], Local binary 

patterns (LBP)[10], Content-Based Model Retrieval (CBIR)[11], etc. are some of the 

conventional feature extraction strategies used on photos. Once characteristics have been 

extracted, their classification is dependent on objects that are present in an image. Help 

vector machines (SVM), Logistic Regression, Random Forest, decision trees etc. are a few 

examples of classifiers. In order to help understand the quality of an image, CNN has 

presented an organisational class of models, resulting in better image identification, 

segmentation, identification, and retrieval. In many pattern and image recognition 

applications, CNN's are used successfully and reliably, such as gesture recognition[14], face 

recognition[12], object classification[13], and scene description generation. Similarly, using 

the MNIST handwritten digit database[23], CNNs reached detection rates (CDRs) of 99.77 

percent, 97.47 percent for the 3D object NORB dataset[24], and 97.6 percent on about 5600 

images of more than 10 objects[25]. The efficient integration of all the mentioned 

applications is attributed to developments and advancement in deep network construction 

learning algorithms and a moderate open source wide labelled data set available for 

experimentation purposes, for example, ImageNet, CIFAR 10, 100, MNIST etc. [16] CNN 



has well-known trained networks that use these open-source network datasets and increase 

their classification efficacy after being trained over millions of images contained in CIFAR-

100 and Image-Net datasets. Millions of tiny images are composed of the datasets used. 

They can thus simplify easily and correctly, and therefore effectively categorise the out-of-

sample instances of the classes. It is important to note that when such comparisons are made 

on a broad data set such as Image-Net, CIFAR10, 100 etc, neural network classification and 

prediction accuracy and error rates are almost comparable to that of humans. The purpose of 

this work is to examine the capacity of convolutionary neural networks to categorise the 

video scene on the basis of objects defined. In the CIFAR-100, CIFAR 10 and ImageNet 

datasets for CNN training, a number of image categories are used. Images in multiple types 

and themes are the research datasets. Due to the role extraction capabilities of various 

CNNs, the contradiction branches out. TThe developing recognition of Machine learning 

plays a significant function in a wide scope of basic applications, for example, information 

mining, common language preparation, picture recognition, and master frameworks. Since 

Machine learning gives a potential arrangement in every one of those territories, it is 

supposed to be a mainstay of future development. AI contains a variety of building 

calculations that make the PC gain from the information and settling on information-driven 

choices just as expectations. The fast development of AI from the previous few years 

welcomes a huge impact on our everyday life with such instances of AI for insolvency 

expectation, precipitation determining, climate estimating, self-driving frameworks and 

optical character recognition and so forth. By consolidating AI approaches with counterfeit 

knowledge creates a superior outcome [3]. Despite the fact that machine learning shows an 

excellent presentation, it isn't productive in human data handling frameworks, for example, 

discourse acknowledgment and PC vision. This can be overwhelmed by the genuine 

forefront of Machine learning is Deep Learning. Image processing includes some 

fundamental activities to be specific: picture rebuilding/amendment, picture upgrade, image 

classification, pictures combination, and so forth. Image classification structures a 

significant piece of picture handling. The target of picture characterization is the 

programmed assignment of the picture to topical classes [4]. 



Since 2006, deep structured learning, or all the more usually called deep learning or 

progressive learning, has risen as a new region of AI research [5]. A few definitions are 

accessible for Deep Learning; covering one of the numerous definitions from [5] Deep 

Learning is characterized as: A class of AI methods that abuse numerous layers of nonlinear 

data handling for managed or solo highlight extraction and change and for design 

investigation furthermore, grouping. Computational models of neural networks have been 

around for quite a while, the first model proposed was by McCulloch and Pitts as in [6]. 

Neural networks are composed of various layers with each layer associated with different 

layers shaping the network. A feed forward neural network or FFNN can be thought of in 

terms of neural activation and the quality of the associations between each pair of neurons . 

 

Feasibility Analysis 

The feasibility of the project is analysed in this phase and a business proposal is put forth 

with a general plan for the project and some cost estimate. During project analysis the 

feasibility study of the proposed project is to be carried out. This is to ensure that the 

proposed project is not a burden to the company. 

For feasibility analysis, some understanding of the major requirements for the project is 

essential. Three key considerations involved in the feasibility analysis are: 

• Economical Feasibility 

• Technical Feasibility 

• Social Feasibility 

 

1. Economical Feasibility: 

This study is carried out to check the economic impact the Project will have on the 

organization. The amount of funds that that company can pour into the research and 

development of the project is limited. The expenditures must be justified. Thus the 

developed project as well within the budget and this was achieved because most of the 

technologies used are freely available. Only the customized products had to be purchased. 

 



2. Technical Feasibility: 

This study is carried out to check the technical feasibility, that is, the technical requirement 

of the project. Any project developed must not have a high demand on the available 

technical resources. This will lead to high demands on the available technical resources. 

This will lead to high demands being placed on the client. The developed project must have 

a modest requirement; as only minimal or null changes are required for implementing this 

system. 

 

3. Social feasibility: 

The aspect of study is to check the level of acceptance of the system by the user. This 

includes the process of training the user to use the system efficiently. The user must not feel 

threatened by the system, instead must accept it as a necessity. The level of acceptance by 

the users solely depends on the methods that are employed to educate the user about the 

system and to make him familiar with it. His level of confidence must be raised so that he is 

also able to make some constructive criticism, which is welcomed, as he is the final user of 

the system. 



Chapter 3. 

Working of Project 

 

CNN: 

The Convolutionary Neural Networks (CNN) are used in a variety of tasks and have 

outstanding success in numerous applications. One of the first implementations where the 

CNN architecture was successfully applied was the identification of handwritten digits. 

With the development of CNN, networks with the invention of new layers and the 

intervention of numerous computer vision techniques have been constantly improved. In the 

ImageNet Challenge, Convolutionary Neural Networks are often used for different 

configurations of sketch datasets. Few of the researchers showed a link between the human 

subject and the recognition ability of a qualified network on image datasets. The 

comparative findings showed that human beings have an accuracy rate of 73.1 percent on 

the dataset, while the results of a qualified network have an accuracy rate of 64 percent. 

Similarly, the same was extended to Convolutionary NeuralNetworks as it yielded an 

accuracy of 74.9 percent, thereby outperforming the human accuracy rate. The techniques 

used often make use of the order of the strokes to achieve a much higher degree of accuracy. 

Studies are under way to explain the behaviour of the Deep Neural Network in different 

circumstances. These studies demonstrate how the effects of classification can be severely 

changed by minor changes made to an image. Also introduced in the work are pictures that 

are totally unrecognised by human beings but are identified by professional networks with 

high accuracy rates. In the field of attribute detectors and descriptors, there has been a lot of 

progress and many algorithms and techniques have been developed for object and scene 

classification. The resemblance between particle detectors, texture philtres, and philtre 

banks is usually appealing to us. There is an abundance of study in literature of object 

identification and scene classification. Researchers mostly use the latest up-to-date 

Felzenszwalb descriptors and Hoeim meaning classifiers.The idea of creating different 

object detectors for simple image analysis is analogous to the multimedia community's work 

in which a vast number of "semantic concepts" are used for image and video annotations 



and semantic indexing. Each semantic definition is learned by using either the image or 

frames of videos in the literature that applies to our work. Therefore, with many cluttered 

items in the scene, the approach is hard to use to understand the picture. The previous 

approaches concentrated on the identification and classification of single objects based on a 

human-defined feature set. Ses suggested methods to investigate the linkage of artefacts in 

the description of scenes. To measure its usefulness, several scene classification techniques 

were carried out on the object bank. Several styles of research have been carried out to 

emphasise their emphasis on low-level object recognition and classification feature 

extraction, namely Histogram of directed gradient (HOG), GIST, philtre bank, and feature 

abag (BoF) applied via term vocabulary. 

 

 

 

 

 

Image Classification 

 

The main aim of our work is to understand the performance of the networks for static as 

well as live video feeds. The first step for the following is to perform transfer learning on 

the networks with image datasets. This is followed by checking the prediction rate of the 

same object on static images and real- time video   feeds. The different accuracy rates are 

observed and noted and presented in the tables given in further sections. Third important 

criteria for evaluating the performance was to check whether prediction accuracy   varies 

across all CNNs chosen for the study. It must be noted that videos are not used as a training 

dataset, they are used as testing datasets. Hence we are looking for the best image classifier 

where the object is the main attribute for classification of scene categories. Different layers 

of the convolutional neural network used are: 

 



• Input Layer: The first layer of each CNN used is ‘input layer’ which takes images, resizing 

them for passing onto further layers for feature extraction. 

 

• Convolution Layer: The next few layers are ‘Convolution layers’ which act as filters for 

images, hence finding out features from images and also used for calculating the match 

feature points during testing. 

 

• Pooling Layer: The extracted feature sets are then passed to ‘pooling layer’. This layer 

takes large images and shrinks them down while preserving the most important information 

in them. It keeps the maximum value from each window, it preserves the best fits of each 

feature within the window. 

 

• Rectified Linear Unit Layer: The next ‘Rectified Linear Unit’ or ReLU layer swaps every 

negative number of the pooling layer with 0. This helps the CNN stay mathematically 

stable by keeping learned values from getting stuck at 0 or blowing up toward infinity. 

 

• Fully Connected Layer: The final layer is the fully connected layer which takes the high-

level filtered images and translates them into categories with labels. 

 

 

 



The steps of proposed method are as follows: 

 

Creating training and testing dataset: The super classes images used for training are 

resized [32,32] pixels and the dataset is divided into two categories i.e. training and 

validation data sets. 

 

Modifying CNNs network: Replace the last three layers of the network with a fully 

connected layer, a softmax layer, and a classification output layer. Set the final fully 

connected layer to have the same size as the number of classes in the training data set. 

Increase the learning rate factors of the fully connected layer to train the network faster. 

 

 

Train the network: Set the training options, including learning rate, mini-batch size, and 

validation data according to GPU specification of the system. Train the network using the 

training  data. 

 

Test the accuracy of the network: Classify the validation images using the fine-tuned 

network, and calculate the classification accuracy. Similarly testing the fine tune network 

on real time video feeds for accurate results. 

 

 

 

 

 

 

 

 

 

 



Activity Time Schedule 

 

 

Phase 1 (Research): 

• Choose a topic 

• Define the task and prepare a working theory. 

• Brainstorm all possible sources 

• Locate and evaluate sources for appropriateness for the project. 

• Write a Report 

 

 

Phase 2 (Implementation): 

• Research the prerequisites 

• Data Aggregation/ Mining/ Scraping 

• Data Preparation/ Pre-processing/ Augmentation 

• Model Implementation 

• Training 

• Evaluation 

 

Design 

 

Figure 1. Image Feature Extraction on CNN 

 



Flowchart of CNN Classification Model 

 

 



 

 

 

 

 

 

 



 

 

 

 

 

 



Chapter 5. Implementation and Description of Project Modules 

 

 

1. Importing the Libraries 

 

 

2. Loading the CIFAR-100 Dataset 

 



Output 

 

 

 

 

3. Superclass and subclass 

 

 

 

 

 



4. Visualization 

 

 

 

 

 

 

5. Data Pre-processing 

 

 



6. Converting class vectors to binary class vectors 

 

 

7. Custom Data Generator Class 

 

 



7. Using Pre-trained EfficientNetB0

 

 

 

8. Train our model with 15 Epochs 

 



9. Evaluating the model 

10. Predicting the model 

 

 

 

11. Confusion Matrix 

 



12. Visualizing the Predictions 

13. Model Testing 

 

 

 



 

                              

Chapter 4 : 

 

 

 

Results and Discussion  

 

  

 

 



 

14. Saving the Model 



Chapter 5. 

 Conclusion and Future Scope: 

 

 

Conclusion: 

Here we demonstrate a model which can recognize and classify the image. Later it can be 

extended for object recognition, character recognition, and real-time object recognition. 

Image recognition is an important step to the vast field of artificial intelligence and 

computer vision. As seen from the results of the experiment, CNN proves to be far better 

than other classifiers. The results can be made more accurate by increasing the number of 

convolution layers and hidden neurons. People can recognize the object from blurry images 

by using our model. Image recognition is an excellent prototype problem for learning about 

neural networks, and it gives a great way to develop more advanced techniques of deep 

learning. In the future, we are planning to develop a real-time image recognition system. 

 

 

Future Scope: 

Convolutional Neural Networks (CNNs) are the backbone of image classification, a deep 

learning phenomenon that takes an image and assigns it a class and a label that makes it 

unique. DIGITAL IMAGE PROCESSING forms a significant part of machine learning 

experiments.Together with using CNN and its induced capabilities, it is now widely used for 

a range of applications-right from Facebook picture tagging to Amazon product 

recommendations and healthcare imagery to automatic cars. The reason CNN is so popular 

is that it requires very little pre-processing, meaning that it can read 2D images by applying 

filters that other conventional algorithms cannot 

 

 

 

 

https://www.upgrad.com/blog/convolutional-neural-networks/
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