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Stock Market Prediction System

ABSTRACT

The prediction of a stock market direction may serve as an early
recommendation system for short-term investors and as an early financial
distress warning system for long-term shareholders. Forecasting accuracy is
the most important factor in selecting any forecasting methods. Research
efforts in improving the accuracy of forecasting models are increasing since
the last decade. The appropriate stock selections that are suitable for
investment is a very difficult task. The key factor for each investor is to earn
maximum profits on their investments. In this project Regression a machine
learning technique and long short term memory technique is used.
Abstract-In Stock Market Prediction, the aim is to predict the future value of
the financial stocks of a company. The recent trend in stock market
prediction technologies is the use of machine learning which makes
predictions based on the values of current stock market indices by training
on their previous values. Machine learning itself employs different models to
make prediction easier and authentic. The paper focuses on the use of
Regression and LSTM based Machine learning to predict stock values.
Factors considered are open, close, low, high and volume. You would like to
model stock prices correctly, so as a stock buyer you can reasonably decide
when to buy stocks and when to sell them to make a profit. You need good
machine learning models that can look at the history of a sequence of data
and correctly predict what the future elements of the sequence are going to
be. A correct prediction of stocks can lead to huge profits for the seller and
the broker. Frequently, it is brought out that prediction is chaotic rather than
random, which means it can be predicted by carefully analyzing the history
of the respective stock market. Machine learning is an efficient way to
represent such processes. It predicts a market value close to the tangible
value, thereby increasing the processes. It predicts a market value close to
the tangible value, thereby increasing the accuracy. Introduction of machine
learning to the area of stock prediction has appealed to many researchers
because of its efficient and accurate measurements.
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1.1 Introduction(Overview)

There are over 2.2 million Hong Kong stock investors, who contributed about 15% of
the cash market trading value in 2016. The total cash market trading turnover is around
HK$1.6 trillion.In particular, retail investors have made buy or sell investment decisions
worth a total turnover of $240 billion for the year of 2016 [1]. In Hong Kong, there are a
lot of investment decisions that involve a large sum of money being made.

Retail investors spend a lot of time finding investment opportunities. Wealthier investors
could seek professional financial advisory services, but for typical retail investors, the
costs are prohibitive. Thus, retail investors have to figure out the market themselves
and make informed decisions on their own. This makes investment very stressful in
modern societies.

Unfortunately, humans are irrational in nature. Without quantitative, data-driven
models,decisions get swayed by cognitive biases or personal emotions, resulting in
unnecessary losses.Even if investors are cautious enough, most do not have sufficient
skills to process a huge volume of data required to make good judgments. Institutional
investors rely on sophisticated models supported by technologies to avoid traps, but
retail investors do not have access to such technologies and often find themselves
falling behind the market.

Without access to quantitative and data-driven models, one obvious approach retail
investors could use to evaluate the market is through simple indicators, for example,
linear regression and exponential moving average (EMA) (Figure 1.1). Two important
indicators are the 20-day EMA and the 50-day EMA. When the 20-day EMA rises above
the 50-day EMA, the stock is likely to trend upward, and vice versa. Another obvious
approach retail investors might use to predict the stock market is to draw a linear
regression line that connects the maximum or minimum of candlesticks.

Inspired by the increasing popularity of deep learning algorithms for forecasting
applications,these algorithms might serve as potential tools to find hidden patterns in
the trend of stock prices. This information could be useful to provide extra insights for
retail investors when making investment decisions. Therefore, this final year project



aims to investigate the usefulness of deep learning algorithms in predicting stock prices
and democratize such technologies through an easy to use interface for the general
public.



1.2 Objectives
1.2.1 Introduction

The ultimate goal of our application is to serve retail investors as a third party
investment tool that uses machine learning to help them navigate in the fast-changing
stock market. The project aims to introduce and democratize the latest machine
learning technologies for retail investors.No prediction is 100% accurate. Therefore, the
upper bound and lower bound of the stock prices will be displayed to illustrate the
trading range the investors should be looking at. This application serves as a
supplementary quantitative tool for investors to see the market at a different perspective
with the help of technology.

This project is divided into 2 parts, namely a research component and an application
component, aiming to provide retail investors with stock price predictions using different
machine learning models in a good user experience way for reference.

1.2.2 Research

This project will investigate how different machine learning techniques can be used and
will affect the accuracy of stock price predictions. Different models, from linear
regression to dense and recurrent neural networks are tested. Different
hyperparameters are also tuned for better performance.

The search space for all neural network architectures and hyperparameter
combinations is huge, and with limited time in conducting this project, apart from
manually trying different reasonable combinations, the team optimizes the models with
evolution algorithm, replicating AutoML techniques from other researches with
promising results in the financial context.

1.2.3 Application

This project aims to provide stock price predictions based on the latest machine
learning technologies to all retail investors. A mobile web application is developed to
provide predictions in an intuitive way. Different models’ performance and accuracy can



also be compared. The application also serves as another user interface (Ul) in
visualizing results from the research apart from Jupyter notebooks with lots of tables
and graphs.



1.3 Literature Survey
1.3.1 Stock Price Predictions

From the research paper “Machine Learning in Stock Price Trend Forecasting” written
by Y. Dai and Y. Zhang in Stanford University, they used features like PE ratio, PX
volume, PX EBITDA, 10-day volatility, 50-day moving average, etc. to predict the
next-day stock price and a long-term stock price [2]. The machine learning algorithms
used in the research are Logistic Regression, Gaussian Discriminant Analysis,
Quadratic Discriminant Analysis, and SVM. The accuracy ratio is defined as the number
of days that the model correctly classified the testing data over the total number of
testing days. With the short term model predicting the next day stock price, it has very
low accuracy, the Quadratic Discriminant Analysis is the best among all models, it
scored a 58.2% accuracy. With the long term model predicting the next n days stock
prices, the longer the time frame, the better in the accuracy for SVM. With a time
window of 44 days, the SVM model’s accuracy reached 79.3%. Apart from that, it was
found that by increasing the number of features, the accuracy increased. When all of
the 16 features were used, the accuracy of the model reached 79%, while it fell to 64%
when only 8 features were used, and 55% if only 1 feature was used. Our project will
also investigate how the timeframe would affect the accuracy of price predictions of
different models. As models have to reach a certain threshold to have significance for
the users to work as a reference, it is essential for us to optimize our model to figure out
what the optimal parameters and model structure are for our stock price prediction
purpose.The research paper “Predicting stock and stock price index movement using
Trend Deterministic Data Preparation and machine learning techniques” written by J.
Patel, S. Shah, P.Thakkar, and K. Kotecha for the “Expert Systems with Applications”
international journal demonstrated a way to use trend deterministic data to predict stock
price movement [3]. They conducted experiments in using 10 technical indicators’
signals as inputs, then they use prediction models to predict whether the stock will go
up or down in the coming 10 days, Technical analysis indicators include SMA, EMA,
Momentum, Stochastic SK, Stochastic SK, MACD, RSI, etc. The prediction models they
have used include ANN, SVM, Random Forest, and Naive Bayesian models. The model
outputs “up” or “down” movement signals. Experiments have shown random forest
scored the highest performance with 83.56% accuracy with their inputs.

B. Wanjawa and L. Muchemi demonstrated the potential in predicting stock prices using
ANN,as shown in the research paper “ANN Model to Predict Stock Prices at Stock



Exchange Markets”[4]. They used 70% of the training data to predict the stock prices for
the next 60 days. Through Optimizations, they were able to predict the actual closing
prices within 0.71% mean absolute percentage error (MAPE), with the highest variance
-3.2% among all of the 62 days. This Demonstrated a high potential for using machine
learning to accurately predict stock prices.This is one of the key components in our
application where algorithms have to be designed to have high accuracy, such that the
platform could be useful for retail investors.

1.3.2 Neural Network

A neural network attempts to learn a function that maps the input features to the output
predictions, serving as a universal function approximator [5]. It consists of a network of

neurons, each of which represents a weighted sum of inputs. Outputs from neurons are
fit into activation functions which introduce non-linearity to the system, and then passed
to some other neurons. In a typical dense feedforward neural network, the network
consists of layers of neurons stacked together, with neurons between individual layers
fully connected.

Optimization of neural networks is usually done through backpropagation with gradient

descent, which essentially propagates the error from the output layer back to the input
layer,while computing the gradient of the error against each parameter in the process.

1.3.3 Recurrent Neural Network

Recurrent neural network [5] is a type of neural network where connections between
neurons allow temporal, sequential information to be stored and processed in the
network. One typical architecture is formed by feeding the output of the current unit
back to the input with a time delay so that the network can use the information in
processing the next input. Various techniques have been developed over the years to
train such a type of network. One of the popular approaches is backpropagation through
time (BPTT) [6], whose central idea is to unroll the recurrent network into a feedforward
network, where each layer represents a timestep. Backpropagation with gradient
descent could then be performed to optimize the network, just like how we optimize a
feedforward network. Unfortunately, it has been shown that techniques like BPTT result
in either vanishing or exploding gradients [7]. Vanishing gradients lead to unrealistically



long training time, and sometimes training is infeasible while exploding gradients result
in fluctuating weights, which leads to unstable training. Both are undesirable in neural
network training. Thus, new training methods and architectures are needed to mitigate
the problems.

1.3.4 Long Short-Term Memory (LSTM)

Long short-term memory [8] was first introduced by Hochreiter and Schmidhuber in
1997 to address the aforementioned problems. Long-short term memory tackles the
problem of learning to remember information over a time interval, by introducing
memory cells and gate units in the neural network architecture. A typical formulation
involves the use of memory cells, each of which has a cell state that stores previously
encountered information. Every time an input is passed into the memory cell, and the
output is determined by a combination of the cell state (which is a representation of the
previous information), and the cell state is updated. When another input is passed into
the memory cell, the updated cell state and the new input can be used to compute the
new output.

1.3.5 Gated Recurrent Unit (GRU)

Gated recurrent unit [9] follows the same architecture as long short-term memory,
except that it simplifies the design of the memory cell, by reducing the structure to
contain only two gates,the reset gate, which controls how much information to forget
when taking in the new information, and the update gate, which controls the proportion
of cell state updated by the contribution. Although it has been shown that LSTM is more
powerful than GRU [10], GRU has the advantage of lower training time and may
perform better on smaller datasets [11].

1.3.6 Evolution Algorithm

Researches have shown that large-scale evolution can auto-generate neural network
model architectures and hyperparameters with performance comparable with
state-of-the-art human-designed models. In a research in 2017 [12], a large-scale
evolution for discovering image classification neural networks was run. It started with a
huge population of randomized simple 1-layer models, then slowly evolved the
population by removing a poor model and generating a new model by mutating some



parameters of a good model in each iteration. After hundreds of hours of running the
algorithm with huge computing power, most models in the population achieved
state-of-the-art results on CIFAR datasets. In each iteration, only a simple mutation that
changed 1 parameter was applied, which allowed searching in a large search space.
The paper showed the possibility of finding good models by using lots of computational
power to replace human-machine learning experts and has set the foundation of
democratizing machine learning with AutoML.



2.1 PROBLEM FORMULATION

Investors are familiar with the saying, "buy low, sell high" but this does not provide
enough context to make proper investment decisions. Before an investor invests in any
stock, he needs to be aware of how the stock market behaves. Investing in a good stock
but at a bad time can have disastrous results, while investment in a mediocre stock at the
right time can bear profits. Financial investors of today are facing this problem of trading
as they do not properly understand which stocks to buy or which stocks to sell in order to
get optimum profits. Predicting long term value of the stock is relatively easier than
predicting on a day-to day basis as the stocks fluctuate rapidly every hour based on
world events.

We aim to predict the daily adjusted closing prices of Vanguard Total Stock Market
ETF (VTI), using data from the previous N days (ie. forecast horizon=1). We will use
three years of historical prices for VTI from 2015-11-25 to 2018-11-23, which can
be easily downloaded from yahoo finance.

We will split this dataset into 60% train, 20% validation, and 20% test The model will be
trained using the train set, model hyper parameters will be tuned using the validation set,
and finally the performance of the model will be reported using the test set. Below plot
shows the adjusted closing price split up into the respective train, validation and test
sets.

To evaluate the effectiveness of our methods, we will use the root mean square error
(RMSE) and mean absolute percentage error (MAPE) metrics. For both metrics, the
lower the value, the better the prediction.



2.2 Last Value

In the Last Value method, we will simply set the prediction as the last observed value. In
our context, this means we set the current adjusted closing price as the previous day's
adjusted closing price. This is the most cost-effective forecasting model and is commonly
used as a benchmark against which more sophisticated models can be compared There
are no hyperparameters to be tuned here.



2.3 Moving Average

In the moving average method, the predicted value will be the mean of the
previous N values. In our context, this means we set the current adjusted
closing price as the mean of the adjusted closing price of the previous N

days.The hyperparameter N needs to be tuned.



3.1 REQUIRED TOOLS

+ JUPYTER NOTEBOOK
* DATASET FROM YAHOO FINANCE

3.2 PYTHON LIBRARIES

* Pandas

* Numpy
» Scikit Learn

* Matplotlib
» Pandas datareaders

» Keras
» Math

These following Libraries can be installed by pip command in the terminal and
can be used using the import_function.



COMPLETE WORK PLAN LAYOUT

DATASET INFORMATION
Stock prices come in several different flavors. They are,

- Open: Opening stock price of the day
- Close: Closing stock price of the day
- High: Highest stock price of the data

- Low: Lowest stock price of the day

MODEL 1

Stock market prediction seems a complex problem because there are many factors that have
yet to be addressed and it doesn’t seem statistical at first. Butby proper use of machine
learning techniques, one can relate previous data to the current data and train the machine to
learn from it and make appropriate assumptions. Machine learning as such has many models
but this paper focuses on two most important of them and made the predictions using them.

V=a + bk + error

Regression is used for predicting continuous values through some given independent values .
The project 1s based upon the use of a linear regression algorithm for predicting correct
values by minimizing the error function as given in Figurel. This operation is called gradient
descent. Regression uses a given linear function for predicting continuous values: Where,V is
a continuous value; K represents known independent values; and, a, b are coefficients. Work
was carried out on csv format of data through the panda library and calculated the parameter
which is to be predicted, the price of the stocks with respect to time. The data is divided into
different train sets for cross validation to avoid

over-fitting. The test set i1s generally kept 20% of the whole dataset. Linear regression as
given by the above equation is performed on the data and then predictions are made,
which are plotted to show the results of the stock market prices vs time
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MODEL 2 based on LSMT

LSTM is the advanced version of Recurrent-NeuralNetworks (RNN) where the information
belonging to previous state persists. These are different from RNNsas they involve long term
dependencies and RNNs works on finding the relationship between the recent and the current
information. This indicates that the interval of information is relatively smaller than that of
LSTM. The main purpose behind using this model in stock market prediction is that the
predictions depend on large amounts of data and are generally dependent on the long term
history of the market . So LSTM regulates error by giving an aid to the RNNs through
retaining information for older stages making the prediction more accurate . Since stock
market involves processing of huge data, the gradients with respect to the weight matrix may
become very small and may degrade the learning rate of the system. This corresponds to the
problem of Vanishing Gradient. LSTM prevents this from happening. The LSTM consists of
remembering the cell, input gate, output gate and a forget gate. The cell remembers the value
for long term propagation and the gates regulate them . In this paper,a sequential model has
been made which involves stacking two LSTM layers on top of each other with the output
value of 256. The input to the layer is in the form of two layer and layer. A dropout value of
0.3 has been fixed which means that 0.3 out of total nodes will be frozen during the training
process to avoid overfitting of data and increase the speed of the tramning process. At last, the
core dense layer where each neuron 1s connected to every other in the next layer is added
providing input of 32 parameters to the next core layer which gives output as 1. The model is
compiled with a mean square cost function to maintain the error throughout the process and
accuracy 1s chosen as a metric for the prediction.

FLOW CHART
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STEPS IN PREPARATION OF MODELS

* Download data from yahoo finance

* Data exploration using pandas

* Splitting Dataset into training and test sets

* Normalizing the data using MINMAXSCALER
* Predicting by Averaging

* Defining hyperparameters

* Defining inputs and outputs

* Parameters for LSTM and regression

* Calculating LSTM OUTPUT and feeding it to regression layer to get
final prediction

* Predict related calculations

* Visualizing the prediction
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# plot the data
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PLOTING THE GRAPH FOR PREDICTED PRICE WITH
ACTUAL VALUE

& als [E

Close price LISD
= —_
H—i

Predictions
Date
2018-05-17 46.747501 48.874680
2018-05-18
2018-05-21
2018-05-22

2018-05-23

2019-12-11
2019-12-12 67.864998 69.347015
2019-12-13 68.787498 69.590561

2019-12-16

2019-12-17 70.102501 70.411484

400 rows x 2 columns
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PREDICTING THE CLOSING PRICE USING LAST 60 DAYS
DATA

apple_quote=web.DataReader('AAPL',data_source="yahoo',start="2012-01-01",end="'2019-12-17")

new_df=apple quote.filter(['Close'])

last 60_days=new df[-60:].values

last 60 days_scaled=scaler.transforn(last 60 days)

X_test=[]

X_test.append(last_6@_days_scaled)

X_test=np.array(X_test)

X_test=np.reshape(X_test, (X_test.shape[@],X_test.shape[1],1))
pred_price=model.predict(X_test)

pred_price=scaler.inverse_transform(pred_price)

print(pred_price)

18



4.Methodology

4.1 Unit Test

The unittest module from Python [37] is used to implement all unit tests, as it is
available by default in Python and integrates well with existing Python codes.

Unit tests are done for the build dataset script, which transforms the raw input
data into feature vectors usable for training and testing, as well as model score
calculations. Unit tests are conducted because the components are error-prone,
calculation intensive. Also, they exhibit garbage-in-garbage-out properties, that
the model will be completely wrong if it receives the wrong input, and if the model
scores are wrong, the final buy-sell recommendation will be totally incorrect.

In particular, unit tests are written for the functions to build the dataset for training
and prediction and the function to build the snakes. Combinations of input
options are tested,including n-day stock price lookback as well as n-day moving
average. Correctness is ensured by asserting the feature vectors’ shapes, as
well as starting and ending elements.

For model score calculation unit tests, different scenarios are emulated, including
the case when the model accurately predicts all the stock prices, the case when
the model predicts all the stock prices wrongly by a very large magnitude, the
case when the model predicts the trend correctly but underestimates the trend,
as well as the case when the model predicts the trend correctly but
overestimates the trend.



4.2 Tools Used for Testing

Various tools have been used to assist in the development of the mobile
application. In Particular, Chrome Mobile Emulator is used to simulate the mobile
view while developing the mobile application on desktop/laptop computers. After
the application is deployed to the cloud, mobile phones with different operating
systems and browsers, including Google Pixel running Android 9 (Google
Chrome) and iPhone 7 running iOS 12.1 (Safari), are used to verify the user
experience is consistent across different devices with different resolutions.



5. Methodology - Evaluation

The project’s objective is to provide a third-party investment tool to investors with
democratized machine learning technologies. The success of the project is
primarily determined by two factors, namely, whether the investment tool
provides useful, accurate stock price predictions to investors, and whether
investors can use and understand the predictive information provided by the
machine learning technologies. The first factor is evaluated by the model scores
described in 2.2.7. However, the evaluation of the second factor is based on user
experience. External users have to be involved in the evaluation. For this
purpose, hallway testing is used.

Hallway testing involves allowing users who have not been involved in the
development of the project to test the application and give constructive feedback
about how users feel about the application. Users participating in the tests are
asked a set of questions about the usability and whether they understand the
information presented by the mobile application. This would give indications
about whether the democratization of the machine learning technologies
succeeds.



6. Findings
6.1 General Findings

The following are some general findings from testing out different machine
learning models.it shows that the 1-day interval historical predictions line follows
closely with the historical prices. The graph looks like the prediction line is just 1
day shifting from the historical prices, similar to a shifted and smoothed out
historical prices line. Therefore, the shape of the historical predictions line is
similar to the shape of the exponential moving averages (EMA), where the price
changes from t to t+1 heavily depend on the direction and magnitude of changes
from t-1 to t, followed by decreasing importance from earlier historical prices.
Other models in predicting stock prices of other stocks also show similar results.

It shows that the 10-day interval historical predictions line does not follow closely
with the historical prices but could demonstrate the trend. For example, historical
predictions 1, 2, 3,4, 7, 8, 9, 10 provided insights on the correct market direction,
yet the magnitude did not match the actual price movements. A possible reason
for this error can be the 10-day interval prediction has to predict more values
while having less data compared to the case of 1-day interval prediction, which
for 1-day interval prediction, data of close prices until previous day are available.
Therefore, a longer period of interval prediction could be subject to greater
changes in market fundamentals, including market news, macroeconomic
factors,earning reports, etc. Other models in predicting stock prices of other
stocks also show similar results.Although price reflects all available information,
the magnitude of price changes in the future might need other data for
forecasting purposes, such as market sentiment, company announcement, retail
and institutional investors’ attention on the company, etc. This is one of the
possible explanations of why the 10-day interval prediction might have a large
difference to actual values as there are potential shifts in market momentum.
Therefore, the price might be too compact and other information is required to
make a more accurate prediction.



2 scores are used to measure the performance of historical predictions, trend
score and accuracy score, introduced in 2.2.7. The higher the trend score means
that the model is more accurate in trend prediction and could provide more
meaningful price movement direction insights. The score representations used in
this application could be useful for the user to interpret the errors of predictions in
a quantifiable way. The higher the accuracy score means that the model could
follow the actual stock prices more accurately. It shows that all best models
generated from the evolution algorithm experiment have a trend score ranging
from 6-7 but have an accuracy score ranging from 1-2 on the test set. This
finding matches the earlier findings, that the trend could be predictable,
especially for less volatile stocks, but exact price, especially further into the
future, could hardly be predicted accurately.Despite common research findings
that recurrent neural networks in general perform better than dense feedforward
neural networks at predicting time-series data such as stock prices, in this
project feedforward neural network outperforms recurrent neural networks. One
possible explanation is that training a recurrent neural network requires more
data than the dense neural network in general, as recurrent neural networks
have more parameters. As the models are trained using only daily stock prices
dating back 20 years (or less if the stock is listed fewer than 20 years), there
might not be enough data for training the recurrent networks to a good
performance.



6.2 Prediction Approach Findings

As mentioned in 2.2.1, 2 approaches are tested in predicting the stock prices for
the next 10 days, predicting all 10-day stock prices directly and predicting each
stock price one at a time.The 2 different approaches frame the problem totally
differently, which introduces a significant language bias.

According to the results (e.g. Figure 6.2a and 6.2b), for most stocks, most models
that predict 10-day stock prices directly have a higher error than predicting
individual stock price. However, the errors in predicting different days in the
future are relatively constant for models that predict 10-day stock prices directly,
while the error increases with the time from now for models that predict stock
prices one day at a time.

One possible explanation for such observation is that the 2 problem framing
approaches drive the model to learn different abstractions. For models that
predict 10-day stock prices directly, it will learn the abstraction over 10 days. It is
assumed that the correlation between the predicted stock price and today’s and
earlier stock prices decreases when predicting the future. Since the learned
abstractions need to be applicable throughout 10 days, the high error from
further prediction because of low correlation is propagated to other closer
predictions. It results in a constantly higher error for predicting all days.

On the other hand, predicting stock prices one at a time allows the model to learn
the relationships between more correlated data points. It can be observed from
the results that the first-day prediction is more accurate compared to the first
prediction from models that predict 10 days directly.

However, not all 10-day predictions have a lower error, the error for further
predictions are higher. As mentioned in 6.1, most models, especially those
predicting stock price individually, behave like an EMA, which puts more
emphasis on more recent historical prices. Although this allows the model to
accurately trace recent price movements, when predicting future stock prices
iteratively the next predicted stock price is most strongly influenced by the



previous prediction instead of real data. This results in a reinforcement effect
where predictions further ahead reinforce the unverified trend that the model
predicts, and the errors amplify and propagate to subsequent predictions.



6.3 Accuracy Findings

6.3.1 Baseline Investor

The baseline for model accuracy comparison is from a hypothesized investor who
adopts a trading strategy of predicting the stock price will either go up or down by
the holding period return calculated from historical data. There will also be a
corresponding error for this strategy. Assume the hypothesized investor always
correctly predicts the stock price movement direction. The baseline strategy error
is defined as:

If the hypothesized investor always predicts the wrong stock price movement,
then the error is the maximum of the 2 terms.

6.3.2 Findings

The errors from 6.2 are compared with the baseline strategy introduced (Figure
6.3a and 6.3b).It is found that most models for most stocks achieve comparable
performance in terms of error as the baseline strategy. Some models for some
stocks have a slightly lower error than the baseline, and some have higher.Since
the baseline error is calculated based on the assumption that the hypothesized
investor always makes a correct prediction on the price movement direction,
despite only having marginal improvement on the accuracy or even lower in
some cases, the machine learning models trained successfully predicted the
trend of the price movement, which agrees with the



6.4 Model Architecture and Hyperparameters Search with

Evolution Algorithm Findings

The evolution algorithm experiment conducted has shown promising results in
searching model architectures and hyperparameters. Multiple experiments are
run, for different stocks, different neural network types and different inputs. From
the prediction error recorded over each evolution iteration all experiments have
shown that the evolution algorithm successfully finds better models over time.
Hand-designed models based on the team’s intuition and basic knowledge could
not achieve an error rate lower than that achieved by the algorithm’s explored
models. One interesting and unexpected observation from the evolution
algorithm results is that a number of best models found are fairly simple. The
found models are 1 or 2 layers deep with a linear activation function. In the case
of having stacks of linear layers, the model is mathematically equivalent to a
linear regression over features. There are multiple possible explanations for this
observation.

First, the evolution algorithm hyperparameters used limits the search space for
possible model architectures and hyperparameters. Due to computational power
constraints, only a small population with 10 models is used. This limits the variety
of models explored by the algorithm as the variance within the population is
small. Moreover, under constraints, each experiment is run for 100 iterations
only, which also limits the exploration. On average, the whole population is only
10 steps or mutations away from the original random population, which may not
be significant enough for deep exploration. The evolution algorithm itself,
together with its hyperparameters, introduces a search bias, the algorithm
defines the possible explored models and the search path to achieve them.

Another possible explanation is that the dataset size is relatively small with just
daily stock prices. Larger deep neural networks with more complicated
architectures and thousands or even millions of weights require much more data
to train and learn from.



A final possible explanation is that the stock market is at least weakly efficient,
i.e., stock prices follow random walk given historical price data, and patterns with
predictive power could not be found just from raw price data. If stock prices
follow a random walk, a good predicting method is to put strong weights at very
recent prices, and hope the actual price will fluctuate closely around it, which is
very similar to a linear model.

Only using stock price data and simple derivatives like moving averages
introduces a language bias, as price movements are also highly dependent on
news and sentiment. Although stock prices reflect information, it is a very
compact representation of all information and news. Thus, it is difficult to reverse
engineer features or information out from a single number, especially when only
daily stock prices are available. Having other information like real-time news
sentiment or summary may help to break stock prices down to more granular
components for machine learning algorithms to learn from.



6.5 Other Findings

6.5.1 Trend lines

The accuracy of the predictions based on linear trendlines fluctuate very wildly, as
they are simply linear interpolations, while real stock prices may fluctuate up and
down. In particular, the accuracy of the predictions depends completely on the
choice of the day based on which the linear interpolations are made. Since the
choice is arbitrary, the predictions based on trend lines are not reliable at all.

6.5.2 Alternative Prediction Method - Skip Predict

To tackle the problem of input bias on the intermediate prediction result and the
short term noise of the stock, an alternative prediction method “skip predict” is
used.

This method has 2 key advantages. First, this method can decouple the
dependency of the prediction result based on the previous day in the original
model. With “skip predict’, the input data of n-day before is used for the
prediction. For example, if the number of days skipped is 10, this represents that
input data would not consider the recent 10 days, and the input data would use
the shifted time frame.

Second, the prediction result can all depend on the historical prices and not the
intermediate prediction result. This could be one of the methods to solve the
reinforcement problem mentioned in 6.2. The error of the first predicted data
point would not impact the following predictions result. For example, the incorrect
trend of the first predicted data point (t+1) would not serve as the input for the
predictions later (t+2, t+3, ..., t+10). This creates an advantage that the error or
bias would not accumulate and the result could solely depend on historical data.
The hypothesis is that such a method could generate a lower root mean square
error compared to the original model the application is using.



6.6 Mobile Application User Experience Testing

To evaluate the user experience of the mobile application, users who have not
been involved in the development of the application have been invited to try out
the mobile application and give constructive feedback. The major findings are
summarized as follows:

6.6.1 Useful Insights for Finding General Trend

Despite the flaws found in the mobile application, users in the test agree that they
were able to check out what are the possible movements of the stock prices
predicted by the machine learning models and the general directions of the
stocks. Users find it might be useful for finding stocks with upside potential for
the coming few days.

6.6.2 Unclear Description of the Models

In the mobile application, different models are named after their architectures,
such as LSTM, Dense Neural Network, and GRU. However, these technical
names are not familiar to users who have no experience in machine learning and
cause some confusion among users.

6.6.3 Unclear Presentations of the Prediction Results

Each stock is associated with a model trend score as described in 2.2.7. However,
to laymen users, it might not always be clear what these scores represent, as the
definitions are not clearly explained. The lack of clarity might confuse users or
lower their confidence as they attempt to take actions following the predictions
made by the models.



7. Discussion

As mentioned in 5, the success of the project is primarily determined by two
factors, namely, whether the investment tool provides useful, accurate stock
price predictions to investors, and whether investors can use and understand the
predictive information provided by the machine learning technologies. The
project’s objectives are therefore partially fulfilled.

7.1 Accuracy of Stock Price Predictions

As shown in 6.1, while the 1-day stock price prediction follows closely with actual
stock prices, the predictions for stock prices after 10 days deviate considerably
from the actual stock prices. This shows that machine learning models fail to
provide accurate stock price predictions to retail investors.

Nevertheless, some of the models have been shown to outperform predictions
based on random walks as mentioned in 6.2, and therefore might still serve as a
reference for more savvy investors, who might be able to compare the results
with their own analysis findings to discover meaningful trends.

7.2 Democratization of Machine Learning Technology

Another factor when evaluating the project’s success is whether investors can
use and understand the predictive information provided by the machine learning
technologies using our mobile application. In spite of the confusions found in
some parts of the user interface, especially in the advanced user mode, users
found useful insights provided by the machine learning models, such as
identifying stocks with upside potential. The result is significant, in the sense that
users with little background on machine learning technology and stock trading
could find potential use cases for the application. The results imply that machine
learning technologies could be democratized to serve the interest of the general
public. Stock price prediction is a particularly exciting area, because the level of



expertise required to succeed in making profitable short-term investments is
considered to be prohibitive for small, retail investors, and trading with help of
machine learning is a feat only institutional investors could perform. The
application demonstrates one possible way retail investors could use machine
learning technologies on their own.



Limitations and Future Scope of the Project

1) Machine-learning methods HAVE been successfully used by various individuals
and institutional 'in-house' groups, but most 'public' individuals, such as yourself, will
NOT learn of 'THE' SPECIFIC methodologies that have yielded 'lucrative' returns and
results. When 'huge' money is involved, and this IS the case when 'dealing with' the
financial markets, NO ONE 1is going to publicly 'share' their 'edge' derived from
applying THEIR successful methods to trading hence, you're not likely to hear of, nor
see, detailed studies and reports of such successes.

2) MOST 'academic' researchers who publish papers attempting to apply computer
processing algorithms to trading markets simply do NOT truly UNDERSTAND the
underlying 'dynamics' of market price behaviors, so 'naive' applications of
methodologies are attempted and 'researched', with the result that 'less than stellar'
outcomes are generated frequently. To be 'effective' in developing 'successful'
trading methods requires a rather 'deep' understanding of 'general underlying
dynamic behaviors' of what makes the markets 'tick'.

3) Markets (stocks, futures, forex, options, etc) generate data that form (statistically)
NON-STATIONARY, time-series of numbers over ANY period of 'time window' that
one may want to examine, 'forecast' upon, and trade. 'Prediction' (which is highly
'precise’) 1s essentially impossible, but to a greater or lesser degree, 'forecastability'
(less 'precise’, but more 'probabilistic') IS applicable to market time-series data, with
the exception of what are called 'event shocks', such as USA's 9/11, October of 1987,
'flash crashes', and similar types of 'events'. (From a 'risk-management' standpoint, any
'good" and 'effective' trading strategy/system MUST make provision for such
occurrences in order to protect trading capital and prevent financial 'disaster'!)

4) From an engineering (and computer science) perspective, a 'trading system' can be
'thought of' as a 'combined' mathematical/logical TRANSFORM that uses 'appropriately
conditioned' time-series 'market' data as input and then attempts to 'functionally' convert
this input into a monotonically-increasing 'capital-capture' output time-series. Before
attempting to EFFECTIVELY design such a 'transform', one MUST have a relatively
'decent' understanding of the characteristics AND 'character' of the time-series 'mput'
data to which the 'transform' is to be applied........ MOST researchers don't have an
adequate, NOR realistic,market-dynamics UNDERSTANDING hence, their market
MODELS are 'madequate' and THIS is another reason why you rarely see public
information of 'successful' machine-learning methods as applied to trading the markets.

19



9. Conclusion

The scope of Machine Learning is not limited to the investment
sector. Rather, it is expanding across all fields such as
banking and finance, information technology, media &
entertainment, gaming, and the automotive industry. As the
Machine Learning scope is very high, there are some of the
areas where researchers are working toward revolutionizing
the world for the future. Lastly here, but not finally, patterns do
frequently recur in market oriented time- series data that can
be exploited when designing a transform such as mentioned
in the previous paragraph. These patterns and features can
certainly,and effectively be discerned by means of
machine-learning methods.
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