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ABSTRACT 

 

 

Lack of knowledge and time causes problems to grow. Medical records of human history that 

can be used to analyse patterns can help diagnose the disease if it is present or future 

consequences depending on the disease in the individual. One such use of machine learning 

algorithms is within the scope of health care. Medical facilities need to be upgraded to make 

better patient diagnosis and treatment options. Machine learning in health care helps people 

to analyse complex and complex data sets and analyse them with clinical understanding. This 

can also be used by doctors to provide medical care. Therefore, machine learning in the field 

of health care can lead to increased patient satisfaction. We will try to apply the machine 

learning capabilities to healthcare in one program. Instead of diagnosing it, when the 

diagnosis of a disease is made using the study technique of a particular machine medical care 

can be made smarter. Other rare cases may occur when a diagnosis is made that has not been 

diagnosed immediately. Therefore, disease prognosis can be effectively enforced. As the 

saying goes, “Prevention is better than cure”, predicting disease and epidemics can lead to 

early prevention of disease. The project focuses primarily on program development or in other 

words, the provision of immediate medical care that will incorporate the collected data into 

medical data and store it in a health database. This database will then be analysed using K-

mean machine learning algorithms to deliver results with high accuracy. It hopes to accelerate 

the pace of information delivery and improve the quality of health care. 

 

 

 

 

 

 

 

 

 

 



4 | P a g e  
 

TABLE OF CONTENT 

CHAPTER                                            PAGE No. 

 

Acknowledgement                2 

Abstract                3 

Chapter 1 -- Introduction              6 

       

Chapter 2 –Project Description             10 

 2.1. Purpose               10 

 2.2. Motivation              10 

 2.3. Problem statement             11 

 2.4. Project Perspective             11 

 2.5 System Requirements             12 

 2.6 Literature Review              12 

       

Chapter 3 - Tools and Technologies              14 

Chapter 4 - Methods and Materials             21 

Chapter 5 - Implementation Modules               23 

Chapter 6 - Deployment               29 

Chapter 7 – Conclusion & Future Scope                 39  

  

Reference                40 

 

    

 

     

 

 

     



5 | P a g e  
 

LIST OF FIGURES 

FIGURE NAME                                                                                      PAGE 

3.1 Sea Born         17 

3.2 Matplotlib         18 

3.3 Bar Plot          19 

3.4 Histogram          19 

3.5 Scatter Plot         20 

4.1 Decision tree        25 

4.2 Random forest         27 

4.3 Naïve bayes        29 

4.4 Naïve bayes formula       29 

6.1 Importing lib & Dataset       30 

6.2 Testing dataset        31 

6.3 Training Dataset         32 

6.4 Decision Tress algorithm        32 

6.5 Random Forest algorithm       33 

6.6 Naïve bayes algorithm        33 

6.7 GUI Tkinter (Front End Code)      34 

6.8 Home Page        35 

6.9 Input name        35 



6 | P a g e  
 

6.10 Symptoms 1        36 

6.11 Symptoms 2        36 

6.12 Prediction using Decision tree and Random forest    37 

6.13 Prediction using decision tree, Random Forest and naïve bayes 37 

6.14 Prediction 1        38 

6.15 Prediction 2        38 

 

  



7 | P a g e  
 

CHAPTER-1 

 

 INTRODUCTION 
 

       
Predicting the disease using patient medical history and health data through mine data and 

machine learning strategies has been an ongoing struggle for decades. Many businesses have 

tried to use data mining methods in pathological data or medical profiles to diagnose specific 

diseases. These methods sought to predict how recurrent diseases would occur. Also, other 

methods have tried to make predictions for disease control and progression. The recent 

success of in-depth learning in various machine learning environments has led to a shift to 

machine learning models that can read rich and consistent presentations of raw data with 

minimal pre-processing and accurate results. With the development of high-tech data, more 

attention is being paid to disease assessment from the perspective of big data analysis; Various 

studies have been conducted by selecting automated features from many data to improve the 

accuracy of risk classification compared to previously selected indicators. The focus is on the 

use of learning tools in disease assessment to visualize this particular disease in relation to a 

specific area. Mechanical studies have made it easier to identify various diseases and diagnose 

them appropriately. Predictability analysis with the help of multi-machine learning algorithms 

can help in accurately diagnosing the disease and help in better treatment of the patients. The 

health care industry produces many daily health data that can be used to gather information 

to predict future disease in a patient using medical history and health data. The information 

hidden in the health care data is then used to make effective decisions for patients, 

government, and NGOs. In addition, the health care sector needs to be improved through the 

use of informational healthcare information. The use of machine learning algorithms is 

relevant in the field of health care. Medical institutions need to improve to make better 

decisions about patient diagnosis and treatment options. Machine learning in health care 

allows people to analyse large and complex data sets and analyse with clinical understanding. 

Physicians can also use it in providing medical care. Therefore, machine learning increases 

patient satisfaction when involved in health care. K means the algorithm used to diagnose 

diseases using the patient's medical history and their medical details. Ting the disease helps 

us to assess what is the proximal area of a particular disease and what is not. These types of 

predictions help us to control the early stages of a particular disease and to control global 

infections. 
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Machine Learning 

Machine learning (ML) is a branch of artificial intelligence (AI) that helps us analyse data 

structure and take data from models. It is one of the fields of computer science, and it differs 

from other computer technologies in the form of computer training in terms of data provided 

as input and uses mathematical analysis to obtain the desired result. For this reason, Machine 

Learning is used in automated decision-making models such as face recognition, 

recommendation engines, OCR and driving apps. 

 

Supervised learning: 

Supervised learning is where the model is trained in labelled databases. The database labelled 

has both input and output components. Supervised reading is the most popular form of 

machine learning. It is easy to understand and easy to use. Supervised Reading is, where you 

might think the reading is guided by a teacher. We have a dataset that works as a teacher and 

its role is to train a model or machine. When a training model can begin to make predictions 

or decisions when given new data. 

 

When training a model, the data is usually divided into an 80:20 scale i.e., 80% as training 

data and then rested as test data. In training data, we feed input and output data of 80%. The 

model learns from training data only. 

 

It is further get classified into two parts: 

1. Regression:  It is a Targeted Reading activity where the output is a continuous value. 

The Wind Speed Model does not have a different value but continues at a certain 

distance. The purpose here is to predict the approximate value of the actual output as 

our model can then test is performed by calculating the error value. A bit of an error 

grows with the accuracy of our regression model. 

 

2. Classification:  It is a Targeted Reading activity where the output has a defined label 

Example: The goal here is to predict the divided values of a particular class and 

analyse it accurately. 
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Example of Supervised Learning Algorithms: 

 

• Linear Regression 

• Nearest Neighbor 

• Gaussians Naive Bayes 

• Decision Trees 

• Support Vector Machine (SVM) 

 

Unsupervised learning:   
 
 Unsupervised learning is a form of machine learning where users do not need to monitor the 

model. Instead, it allows the model to work on its own to discover patterns and information 

that were not previously available. Works great on unlabelled data. Unsupervised learning 

machine training uses data that is not separated or labelled and allows the algorithm to work 

on that information without guidance. 

 

 

Prediction Models 

The predictive model is seen as a model that provides a way to assess the potential risk to 

the patient with the outcome of the disease. The question is when, how, and how to use 

these species with the growth of such speculative models. These types can be taught over 

time, providing company needs, responding to new information or ideas. 
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CHAPTER-2  

 

PROJECT DESCRIPTION 
 

2.1 Purpose 

        

The purpose of Sathya is to predict the possible disease by predicting symptoms an individual 

currently have. Swasthaya is a platform to provide service with an ease so that people do not 

have to visit hospitals and wait long standing in a queue, they can simply tell us their 

symptoms and Swasthaya will help them to know what all possible disease they might have. 

People can then take necessary actions based on the outcome which is 85.45% accurate, as 

expected. Swasthaya also provides an opportunity for a routine check-up of health, that to 

sitting at home and free of cost! 

 

2.2 Problem Statement 

 

Due to COVID-19, our doctors are doing a terrific job by helping all of us 24*7 and our 

hospitals are also quite equipped. Senior citizens and infants are advised to stay at home as 

their immune system is weak comparatively and they might be at high risk. Since, patients 

suffering from corona are being treated on priority basis, it is more likely for the rest of the 

public to stay at home and be healthy and safe.  

 

2.3 Motivation 

 

Machine learning techniques have been around us and has been compared and used for 

analysis for many kinds of data science applications. The major motivation behind this 

research-based project was to explore the feature selection methods, data preparation and 

processing behind the training models in the machine learning. With first hand models and 

libraries, the challenge we face today is data where beside their abundance, and our cooked 

models, the accuracy we see during training, testing and actual validation has a higher 

variance. Hence this project is carried out with the motivation to explore behind the models, 

and further implement Logistic Regression model to train the obtained data. Furthermore, 

as the whole machine learning is motivated to develop an appropriate computer-based system 

and decision support that can aid to early detection of heart disease, in this project we have 

developed a model which classifies if patient will have heart disease in ten years or not based 
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on various features (i.e. potential risk factors that can cause heart disease) using logistic 

regression. Hence, the early prognosis of cardiovascular diseases can aid in making decisions 

on lifestyle changes in high risk patients and in turn reduce the complications, which can be 

a great milestone in the field of medicine. 

 

2.4 Problem Perspective 

 

Keeping the problem statement in mind, we have introduced Swasthaya website to help each 

and every citizen so that nobody has to take risk of visiting hospitals and take any sort of risk. 

Instead, they can use Swasthaya platform for their health check-ups and predict the disease if 

they have any symptoms and are in doubt.   

 

 

2.5 System Requirements 

 

• Operating System like Windows, Linux 

• Web browser  

A web browser is a software application for accessing information on the internet. 

When a user asks for any web site it show on the browser. It helps user to interact with 

world wide web as a gateway to internet. 

  

• Machine learning algorithms 

Machine learning (ML) is the study of computer algorithms that improve 

automatically through experience. Machine-learning algorithms use statistics to find 

patterns in massive amounts of data. And data, here, encompasses a lot of things—

numbers, words, images, clicks, what have you. If it can be digitally stored, it can be 

fed into a machine-learning algorithm. There are many predefined algorithms which 

will use in this project like: CNN, tree. 

 

• Python 3 

Python is an interpreted, high-level and general-purpose programming language. 

Created by Guido van Rossum and first released in 1991. Its language constructs and 

object-oriented approach aim to help programmers write clear, logical code for small 

and large-scale projects. It is most popular language in the world right now. Vast 

community support makes it best suitable language for machine learning. 
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• Tkinter frontend 

Tkinter is a standard Python GUI library. Python when integrated with Skinter provides a 

quick and easy way to customize GUI programs. Tkinter provides a powerful visual-

focused interface to the Tk GUI tool kit. 

Structural or unstructured database 

Structured data is data which is organised or have pre-defined model. It helps user in 

extract needed data without making much effort. 

Unstructured data is a data which is not organized in a predefined manner or does not have 

a predefined data model. 

• IDE Jupiter Notebook 

Jupyter notebook is a web-based interactive development environment. Jupyter Notebook 

is flexible: configure and arrange the user interface to support a wide range of workflows 

in data science, scientific computing, and machine learning. 

• Visual Studio 

Microsoft Visual Studio is an integrated development environment (IDE) from Microsoft. 

Visual studio used to develop all type of apps, websites, data science etc. It provides direct 

fetch in with our project like webform, GitHub or website. 

 

 

 

2.6 Literature Review  

 

       

1. There are numerous works has been done related to disease prediction systems using 

different machine learning algorithms in medical centres. 

 

2. Machine learning is a part of artificial intelligence. It is used to extract useful and 

meaningful information from complex data.  The main motive of Machine learning is 

to compute the methods. This can be anything like- identification of patterns, mapping 

between symptoms and diagnoses. 
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3.  There are mainly two steps to Predict the disease accurately and in an efficient man-

ner: 

❖ Firstly, it will predict the disease from the dataset database then measure it 

accurately by using some algorithms like- naive bayes, decision tree and Ran-

dom Forest. 

❖ Maximum accuracy among all the algorithms is the strength of the relationship 

between the training data set & testing data set by the Scikit library. 

 

4. It is interesting to use all the algorithms at a time & find out the results in a confident 

manner which is based upon the tendency of each algorithm. It would be interesting 

for the future to finely tune the parameters of the algorithms and to test more tech-

niques. 

 

5. A major research effort in this field is to automatically classify disease and predict 

future outcomes for patients. The data set is divided into two parts that is 70% of the 

data are used for training and 30% used for testing. Based on the results, it is clear that 

the classification accuracy of Regression algorithm is better compared to others algo-

rithms. 
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CHAPTER-3 

 

TOOLS & TECHNOLOGIES 

 

❖ Machine learning is an astonishing technology. Machine learning comes with   

collection of ML tools, platforms, and software.  

 

 

 

1. NumPy  

NumPy stands for Numerical Python. NumPy is a Python library used for working with 

arrays. It also has functions for working in domain of linear algebra, Fourier transform, and 

matrices.  

NumPy aims to provide an array object that is up to 50x faster than traditional Python lists. 

The array object in NumPy is called ND array, it provides a lot of supporting functions that 

make working with ND array very easy.  

Features: 

• Array creation  

• Basic operation 

• Universal function 

• Linear algebra 

• Tensors 

• Incorporation with OpenCV 

• Nearest Neighbor Search - Iterative Python algorithm and vectorized NumPy version 
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2. Pandas  

 Pandas is a Python library. Pandas is used to analyze data. Pandas is a Python library used 

for working with data sets. 

It has functions for analyzing, cleaning, exploring, and manipulating data. Pandas allows us 

to analyze big data and make conclusions based on statistical theories. 

Pandas can clean messy data sets and make them readable and relevant. 

Fast and efficient DataFrame object with default and customized indexing. 

Tools for loading data into in-memory data objects from different file formats. 

Data alignment and integrated handling of missing data. 

Reshaping and pivoting of date sets. 

Label-based slicing, indexing and subsetting of large data sets. 

Columns from a data structure can be deleted or inserted. 

Group by data for aggregation and transformations. 

High performance merging and joining of data. 

Time Series functionality. 
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3. Sea born 

 Seaborn is a Python data visualization library based on matplotlib. It provides a    high-level 

interface for drawing attractive and informative statistical graphics. The main idea of Seaborn 

is that it provides high-level commands to create a variety of plot types useful for statistical 

data exploration, and even some statistical model fitting. 

 

 

                                            3.1 Sea Born 
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4. Matplotlib  

Matplotlib is a multi-platform data visualization library built on NumPy arrays and 

designed to work with the broader SciPy stack. matplotlib. pyplot is a collection of 

functions that make matplotlib work like MATLAB. Each pyplot function makes some 

change to a figure: e.g., creates a figure, creates a plotting area in a figure, plots some 

lines in a plotting area, decorates the plot with labels. 

There are four types of plots- 

1. Line Plot:  

 

                           3.2 Matplotlib 
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2. Bar Plot: 

 

                           3.3 Bar Plot 

 

3. Histogram:  

 

                            3.4 Histogram 
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4. Scatter Plot:  

 

                                3.5 Scatter Plot 

5. Jupyter notebook 

Jupyter notebook is one of the most widely used machine learning tools among all. It is a very 

fast processing as well as an efficient platform.  

Thus, the name of Jupyter is formed by the combination of these three programming languages. 

Jupyter Notebook allows the user to store and share the live code in the form of notebooks. 

One can also access it through a GUI. For example, win python navigator, anaconda navigator, 

etc. 
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6.  Tkinter 

 
The tkinter package ("Tk interface") is a standard Python interface in the Tcl / Tk GUI toolbar. 

Both Tk and Tkinter are available on many Unix platforms, including macOS, and Windows 

systems. 

To activate the python -m tkinter from the command line should open a window that displays 

a simple Tk interface, let us know that the tkinter is properly installed on our system, and also 

shows which version of Tcl / Tk is installed, so you can read Tcl / Tk texts specific to that 

version. 

Tkinter supports a wide range of Tcl / Tk versions, built with or without support. Official 

Python Tcl / Tk 8.6 string binary release threads. See the module code tkinter module for 

more details on supported versions. 

Tkinter is not a small threat, but it adds a fair amount of its own idea to make the experience 

Pythonic. These documents will focus on these additions and modifications, and refer to the 

official Tcl / Tk text for unchanged details 

. 

To create a tkinter app: 

Importing the module – tkinter 

Create the main window (container) 

Add any number of widgets to the main window 

Apply the event Trigger on the widgets. 

 

 

 

6. GUI 

 
There are many graphical user interface (GUI) tools that you can use in the Python editing 

language. The top three are Tkinter, wxPython, and PyQt. Each of these tools will work with 

Windows, MacOS, and Linux, and PyQt has additional mobile capabilities. 

A graphical user interface is an app with buttons, windows, and many other widgets that a 

user can use to interact with your app. A good example would be a web browser. It has 

buttons, tabs, and a large window when uploading all content. 
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METHODS AND MATERIALS 

 
 

User 

User is a people who want to know the disease outbreak or study any disease with great 

interest and prevent it from any doing further damage or read disease profoundly for their 

self-project or other self-interest. 

 

Machine Learning 

We will used different model to predict accurate result using different provided structural and 

non-structural database. We collect data from different government website and medical 

company or hospital website. 

 

Interactive web page 

Page named (Swasthya) will provide interactive website to visualize different type of disease 

formatted in different entity w.r.t different Symptoms category. Each disease will be curated 

on different entity of symptoms. 

 

Requirement 

➢ Web browser, e.g. chrome, Edge, morzilla etc 

➢ Machine learning algo for model prediction 

➢ Python 3, HTML, CSS, JavaScript 

➢ Structural or unstructured database 

➢ Code Editor e.g. Visual Basic code editor, IDE Jupiter  

➢ Tinkers, GUI, Numpy and Pandas  

Major Task or Methodology 

 

1. Use different structural dataset visualization to predict special disease using machine 

learning algorithm. 

2. Use Naïve bayes, Decision tree and random forest machine learning algorithms for 

accurate prediction of disease. For disease prediction required disease symptoms da-

taset.  
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3. In this general disease prediction, the living habits of an individual and check-up in-

formation are considered for the accurate prediction.  

4. Used tinker for user interface, where user select their different symptoms and predict 

the disease with different accuracy based on machine learning algorithm.  
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CHAPTER-4 

IMPLEMENTATION 

 

Decision Tree 

Decision Tree is a  Supervised learning approach that can be used for both segregation and 

Regression problems, but it is especially preferred to solve classification problems. A tree-

shaped separator, where the internal nodes represent the elements of the database, the 

branches represent the rules of decision and the node of each leaf represents the result. 

The deciding tree is a flowchart-like structure in which each internal node represents a "test" 

in the attribute (eg: a category label (a decision taken after applying all the attributes). 

The decision tree has three types of nodes: 

Decision nodes – typically represented by squares 

Chance nodes – typically represented by circles 

End nodes – typically represented by triangles 

Decision trees are often used in research and project operations. If, in fact, decisions have to 

be made online without having to remember under incomplete information, the decision tree 

should be compared to a possible model such as the best choice model or the online selection 

algorithm. descriptive methods for calculating the probability of conditions. 
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4.1 Decision tree  
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Random Forest 

Random Forest is a combination method that is able to perform retrofitting and 

separation tasks using multiple decision-making trees and a process called 

Bootstrap and Aggregation, more commonly known as bagging. The basic 

premise of this is to combine multiple decision trees in determining the final 

outcome rather than relying on individual decision trees. 

The Random Forest has many trees for decision-making as basic learning 

models. We randomly process the sample and then extract the sample from the 

database that creates the data samples for all models. 

We need to look at the process of deforestation in a random forest like any other 

machine learning process 

 

• Create a specific query or data and find a source to determine the required 

data. 

• Make sure the data is in an accessible format and convert it to the required 

format. 

• Specify all visible faults and missing data points that may be required to 

complete the required data. 

• Create a machine learning model 

• Set the basic model you want to achieve 

• Train data machine learning model. 

• Provide model understanding with test details 

• Now compare performance metrics for both test data and predicted data 

from the model. 

• If expectations do not meet your expectations, you can try to improve your 

model appropriately or fall in love with your data or use another data 

modelling process. 
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Steps to implement the random forest: 

1. Import the required libraries 

2. Import and print the dataset 

3. Select all rows and column from dataset to x and all rows and column 2 

as y 

4. Fit random forest regressor to the dataset 

5. Predicting a new result  

6. Visualising the result 

 

 

 

 

4.2 Random Forest  

  

This Photo by Unknown Author is licensed under CC BY-SA 

http://stackoverflow.com/questions/17031056/using-c4-5-classifier-with-multiple-outcomes
https://creativecommons.org/licenses/by-sa/3.0/
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Naive Bayes 

The Naive Bayes are an easy way to create classifiers: models that offer class labels in 

problematic situations, are represented as velvety values, where class labels are drawn on a 

limited set. There is no single algorithm for training such classifiers, but a family of algorithms 

based on the same principle: all Bayes classifiers are classified as the value of a particular 

element independent of any other element, given the class flexibility. For example, a fruit can 

be considered an apple if it is red, round, and about 10 cm wide. The inexperienced Bayes 

editor considers each of these features to be independent of the possibility that the fruit is an 

apple, regardless of the combination of color, rotation, and width. 

In other types of possible models, Bayes classifiers can be trained very well in a supervised 

learning setting. In many operating systems, the parameter measurement of the inexperienced 

Bayes models uses the high probability method; In other words, one can work with an 

inexperienced Bayé model without accepting the Basesi opportunities or using any Basezi 

methods. 

In addition to their irrational design and extremely obvious speculation, the inexperienced 

Bayes dividers have worked well in many of the complex realities of the real world. In 2004, 

an analysis of the Basesian segregation problem showed that there were plausible theoretical 

reasons for making it irrefutably obvious to unsuspecting Bayes rescuers. However, a 

complete comparison of other class algorithms in 2006 showed that the planning of the Bayes 

was done over other alternatives, such as developed trees or informal forests. 

The advantage of the inexperienced Bayes is that they require only a small number of training 

data to measure the parameters required for the division 
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4.3 Naïve bayes  

 

4.4 naïve bayes formula 

 

 

This Photo by Unknown Author is licensed under CC BY 

This Photo by Unknown Author is licensed under CC BY-NC-ND 

https://www.codershood.info/2019/01/14/naive-bayes-classifier-using-python-with-example/
https://creativecommons.org/licenses/by/3.0/
http://www.vijana.fm/2017/10/23/let-us-all-be-bayesian/
https://creativecommons.org/licenses/by-nc-nd/3.0/
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CHAPTER-6 

Deployment 

 

Backend  
 

 

 

 

6.1 Importing lib & Dataset 
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6.2 Testing dataset   
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6.3 Training Dataset  

 

 

6.4 Decision Tress algorithm  
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6.5 Random Forest algorithm  

 

 

 

6.6 Naïve bayes algorithm  
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6.7 GUI Tkinter (Front End Code) 

Front End 

 

 

6.8 Home Page 

 

6.9 Input name 
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6.10 Symptoms 1 

 

 

6.11 Symptoms 2 
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6.12 Prediction using Decision tree and Random forest  

 

 

 

6.13 Prediction using decision tree, Random forest and naïve 

bayes 
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6.14 Prediction 1 

 

 

6.15 Prediction 2 
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CHAPTER-7 

CONCLUSION 

 

 

1. The primary purpose of this activity is to extract and classify data using machine 

learning techniques. 

2. During the research we continue to set many details and many algorithms that make 

the best accuracy in our predicted diseases. 

3. It is not expected that the models will be accurate in every detail; it is expected that 

exemplary predictions can be taken as a sound basis for action by participants. 

4. A sound basis for action 'seems to be a reasonable desire to predict the dangers of 

future diseases. 

5. The use of formal, measurable methods of predicting future risk of infectious 

disease has become more complex and widely accepted in recent years. 

6. A key challenge for the future is to develop interdepartmental frameworks to 

provide reliable and useful predictions for future disease risks. 
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FUTURE SCOPE 

Our  project is specifically designed for tough situations like COVID wherein people avoid 

physical contact and visiting areas with huge gathering. In such situations, there is an urge 

for people who are not well to visit doctors/hospitals for their well-being and unwillingly, 

will have to join huge gathering where every other person in gathering might be infected with 

one virus or the other. 

Here comes the picture of our project which will serve the purpose without the people in 

need having to join any such gathering. Our project will ask about the symptoms that the 

patient is suffering from, it will diagnose based on the data set we have collected from 

different research papers, Government websites and many more. It will help them know what 

disease they might have so that they can take proper medication accordingly. 
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