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Abstract 
 

 

 

The car manufacturers sets the price of new cars in the industry, with the government 

incurring some additional costs in the form of taxes. Customers who purchase a new 

car can be convinced that the amount they spend will be well invested. However, due 

to rising new car prices and customers' inability to purchase new cars due to a lack of 

finances, used car sales are on the rise worldwide.  

In India alone used car market was valued at USD 27 billion in 2020, and it is expected 

to reach USD 50 billion by 2026. A extremely user friendly used car price prediction 

system is needed to accurately estimate the car's value based on a range of factors. 

Though there are websites that provide this service, their projection approach may not 

be the most accurate because of the profit margin they seek for themselves. The current 

system involves a process in which the sellers sets the price at random and the buyer 

has no knowledge of the car or its current value. In reality, the seller also has no idea 

what the vehicle is worth or what price he should be asking for it.  

 

To address this issue, we have devised a solution that will be extremely effective. We'll 

examine the results of numerous machine learning algorithms, such as Linear 

Regression and Decision Tree Regressor, and pick the best one. Regression 

Algorithms are applied because they offer us with a continuous number as an output 

rather than a categorized value, allowing us to anticipate the real price of a car rather 

than its price range. A user interface will also be created that takes input from any user 

and displays the price of a car based on their inputs. 
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CHAPTER 1 

 

 

 

               INTRODUCTION 

 

 

 

The car manufacturers sets the price of new cars in the industry, with the government 

incurring some additional costs in the form of taxes. Customers who purchase a new 

car can be convinced that the amount they spend will be well invested. However, due 

to rising new car prices and customers' inability to purchase new cars due to a lack of 

finances, used car sales are on the rise worldwide. In India alone used car market was 

valued at USD 27 billion in 2020, and it is expected to reach USD 50 billion by 2026. A 

extremely user friendly used car price prediction system is needed to accurately 

estimate the car's value based on a range of factors. Though there are websites that 

provide this service, their projection approach may not be the most accurate because 

of the profit margin they seek for themselves. The current system involves a process 

in which the sellers sets the price at random and the buyer has no knowledge of the car 

or its current value. In reality, the seller also has no idea what the vehicle is worth or 

what price he should be asking for it. To address this issue, we have devised a solution 

that will be extremely effective. 

 

Due to the numerous factors that influence the price of a used vehicle on the market, 

evaluating if the quoted price of a used car is accurate is a challenging task. The goal 

of this project is to design machine learning models that can properly forecast and 

determine the price of a used car based on its parameters, so that buyers can make 

informed choices. The car's pricing will be determined based on a number of factors. 

We put several learning approaches to the test on a dataset that includes the costs of 

various brands and models. We'll examine the results of numerous machine learning 

algorithms, such as Linear Regression and Decision Tree Regressor, and pick the best 

one. Regression Algorithms are applied because they offer us with a continuous 

number as an output rather than a categorized value, allowing us to anticipate the real 

price of a car rather than its price range. A user interface will also be created that takes 

input from any user and displays the price of a car based on their inputs.      
 

 

 

 

 

 

 

 



 
 

Dealers that sell used cars are one of the most likely groups to be interested in the 

findings of this study.  When the used car dealers have a better understanding of what 

makes a car desirable and what the most significant qualities are for a used vehicle 

will be able to apply this knowledge and provide better service.Online pricing systems: 

There are websites that provide an estimate of a car's value. They might have a good 

model for forecasting. Having a second model, on the other hand, may aid them in 

providing a better prediction to their users. As a result, the model established in this 

study could aid online web services that determine the market price of a used car. 

Individuals: Many people are interested in the used vehicle market because they wish 

to sell their car or buy a used car at some time in their lives. It's a major mistake to pay 

too much or sell for less than the market value in this process.           
 

 

Because of rising new automobile prices and buyers' inability to afford them, used car 

sales are on the rise all around the world. As a result, there is a pressing need for a 

Used Car Price Prediction system that accurately analyses the car's worthiness based 

on a range of factors. The proposed system will assist in determining the precise price 

of a secondhand car. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

CHAPTER 2 

 

                      LITERATURE SURVEY 

 

 

 

 

 

1. Title - Car Price Prediction using Machine Learning Techniques 

 

Author - Enis Gegic, Becir Isakovic, Dino Keco, Zerina Masetic, Jasmin Kevric 

 

 

A car price prediction has been a high- interest research area, as it requires noticeable 

effort and knowledge of the field expert. Considerable number of distinct attributes 

are examined for the reliable and accurate prediction. To build a model for predicting 

the price of used cars in Bosnia and Herzegovina, we applied three machine learning 

techniques (Artificial Neural Network, Support Vector Machine and Random Forest). 

However, the mentioned techniques were applied to work as an ensemble. The data 

used for the prediction was collected from the web portal autopijaca.ba using web 

scraper that was written in PHP programming language. Respective performances of 

different algorithms were then compared to find one that best suits the available data 

set. The final prediction model was integrated into Java application. Furthermore, the 

model was evaluated using test data and the accuracy of 87.38% was obtained. 

Keywords – car price prediction, support vector machines, classification, machine 

learning 
 

 

2. Titile - Predicting the Price of Used Cars using Machine Learning Techniques 

 

Author - Sameerchand Pudaruth 

 

 

In this paper, we investigate the application of supervised machine learning techniques 

to predict the price of used cars in Mauritius. The predictions are based on historical 

data collected from daily newspapers. Different techniques like multiple linear 

regression analysis, k-nearest neighbours, naïve bayes and decision trees have been 

used to make the predictions. The predictions are then evaluated and compared in order 

to find those which provide the best performances. A seemingly easy problem turned 

out to be indeed very difficult to resolve with high accuracy. All the four methods 

provided comparable performance. In the future, we intend to use more sophisticated 

algorithms to make the predictions. 

http://autopijaca.ba/


 

 

 

3. Title - Predicting Used Car Prices 

 

Author - Kshitij Kumbar , Pranav Gadre , Varun Nayak 

 

 

Determining whether the listed price of a used car is a challenging task, due to the 

many factors that drive a used vehicle’s price on the market. The focus of this project 

is developing machine learning models that can accurately predict the price of a used 

car based on its features, in order to make informed purchases. We implement and 

evaluate various learning methods on a dataset consisting of the sale prices of different 

makes and models across cities in the United States. Our results show that Random 

Forest model and K-Means clustering with linear regression yield the best results, but 

are compute heavy. Conventional linear regression also yielded satisfactory results, 

with the advantage of a significantly lower training time in comparison to the 

aforementioned methods. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

CHAPTER 3 

 

System Requirement 
 

 

Hardware requirements: 

 

• Operating system- Windows 7,8,10 

• Processor- dual core 2.4 GHz (i5 or i7 series Intel processor 

• or equivalent AMD) 

• RAM-4GB 

 

Software Requirements: 

 

• Python 

• Pycharm 

• PIP 2.7 

• Jupyter Notebook 

• Flask 

• HTML 

• JavaScript 

• CSS 

• Cloud hosting (AWS/Azure/Heroku) 

 

 

 

 

 

 

 

 

 

 

 
 



 

CHAPTER 4 

 

               System Architecture 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

CHAPTER 5 

 

WORKING OF PROJECT 

 

 

Algorithm Used :  

 

Random Forest Algorithm –  

During the training phase, the Random Forest algorithm constructs many decision 

trees, which is an Ensemble Bagging approach. The random forest chooses the 

ultimate option based on the majority of the outputs (trees). The key benefit of Random 

Forest is that it is a fast algorithm. Regression and Classification are two forms of 

supervised learning issues that are mixed together.  

 

The Random Forest algorithms are used in many machine learning applications such 

as :  

 

• For Remote Sensing such as ETM devices used to acquire images of earth's surface, 

Random Forest is the first choice as it provides Higher Accuracy in a less training 

time.  

 

• For Multiclass Object Detection, Random Forest is used as it provides better 

detection in complicated environments.  

 

• This method is used by several gaming consoles to track body movement and 

replicate it in the game. Random Forest algorithm is trained to identify the body parts 

and algorithm learns from it. Then it identifies the body parts of the users such as 

hands, feet, face, eyes, nose etc  

 

Advantages of the Random Forest Algorithm: 

 

1. No Overfitting and takes less training time.  

2. High accuracy and runs efficiently on large databases.  

3. Estimate missing values and still maintains high accuracy even having an extensive 

amount of missing data. 

 

 

Randomised Search CV:  

 

It is a hyper-parameter tuning method of python’s scikit learn library. It is used to 

implement the "fit" and "score" methods, as well as to forecast the best model. 
 



 

 

 

Steps Involved:  

 

1. DATA PROCESSING  

 

Any model that uses any algorithm must be trained before it can be used. Data 

preprocessing is the most important and will be the most primary phase. There 

are numerous milestones in the data preprocessing (steps)  

 

Step 1: Import Libraries:  

 

Pandas for data manipulation and analysis, Numpy for numerical analysis, 

Matplotlib, and Seaborn for better visuals and graphical metrics of the data were 

the important libraries I utilised for data preprocessing. 

 

Step 2: Import the Dataset:  

 

The dataset has been taken from Kaggle. The name of the dataset was ‘Second 

hand car market’. 

 

 

 

 
 

Step 3: Taking care of Missing Data : 

 

After evaluation of this dataset, I found no missing values in the dataset 

 

 



 

 

 

 
 

 

 

Step 4: Encoding categorical data: 

 

This dataset contains categorical values such as fuel type, owner type, and seller 

type; therefore, we must encode these categorical values into an encoded format 

in order to better train our model. To do so, I used pandas' get Dummies() 

method, which converted the entire dataset's categorical values into binary 

values. 

 

 

 
 



 

 
 

 

Step 5: Splitting the Dataset into the Training set and Test Set: 

 

I utilized the capable machine learning library of python, scikit-learn, or sk-

learn to partition this dataset into Test and Train datasets to train our machine 

learning model. Using its model selection approach, or supervised learning, to 

generate testing data by selecting random values from the given dataset for 

model prediction. 

 

 

 
 

 

 

Step 6: Feature Scaling:  

 

Because all of the data is in a standard format, I don't employ any feature scaling 

strategies 

 

 

 

 

 

 

 

 

 

 

 



 

2. DATA TRAINING AND MODELING :- 

 

First and foremost, we must define the dependent and independent variables in 

order to train and construct a model. To find these variables, I first used to find 

the correlation between the output variables, and then I separated my variables 

into two axes, which we call x and y, with the x-axis containing all the 

independent variables and the y-axis containing the dependent variable, which 

in our model is the Used Cars selling price. 

 

This dataset is further distributed in the train-test dataset using Randomized 

Search CV tweaking of this model to discover the optimum hyperparameters for 

our model prediction using the sk-learn model selection package and its train 

test split function. 

 

 
 

 

 

 

 

 

 

 

 

 

 



 

Training the model using Train test. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

CHAPTER 6 

 

IMPLEENTATION 

 

 

A very interactive web application has been built using JavaScript and CSS. The user 

interface has been designed for easy understanding and extremely user friendly. 

 

 

 
 

 

HTML code for the front page: 

 

 
 



 

 
 

 

 

 

Form in which the user will fill the required information. 

 

 

 
 

 

 

 



 

Code for the form 

 

 
 

 
 



 

CHAPTER 7 

 

COLCLUSION 

 

This model is built on machine learning algorithms, and we were attempting to 

forecast the selling price of used cars using the Kaggle dataset. We utilised machine 

learning techniques to predict this dataset: Random Forest and Randomized Search 

CV. The model's forecast is then compared to a test dataset constructed by randomly 

selecting values from the original dataset, and the prediction is then evaluated using 

several approaches. Due to the numerous factors that influence the price of a used 

vehicle on the market, evaluating if the quoted price of a used car is accurate is a 

challenging task. We have achieved the goal of this project that is to design machine 

learning models that can properly forecast and determine the price of a used car 

based on its parameters, so that buyers can make informed choice. 
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