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Abstract

Pandemic has taken a toll on the health and lifestyle of the people. They are

not motivated enough to go to the gym or yoga classes. Exercising is boring and

tiresome for beginners so they quit in most cases. Hence, we wish to solve this

problem with our web app 'Yogic'. It deals with the localization of human joints in

an image to form a skeletal representation.

To automatically identify a person’s pose in an image is a difficult task as it

depends on several viewpoints such as scale and resolution of the image,

illumination shift, background noise, apparel variations, environment, and

interaction of humans with the environment.

This project lays the foundation for building such a system by discussing

various machine learning and deep learning approaches to accurately classify yoga

poses in real-time. The project also discusses various pose estimation and keypoint

detection methods in detail and explains different deep learning models used for

pose classification.

Yogic is a Yoga Pose/Exercise Estimation App that will detect humans and

their yoga pose/exercise in real-time. It will have guided Gym workouts as well as

yoga poses that’ll be developed with the help of ML.

It will be easily accessible from anywhere. It will keep track of your

previous workouts and will show real-time statistics in the dashboard.
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Chapter-1
Introduction

1.1 Introduction

Pose estimation is a domain of computer vision that involves identifying

individual components that build up a human body. Human pose estimation is a

tricky problem in the discipline of computer vision. It deals with the

localization of human joints in an image to form a skeletal representation. To

automatically identify a person’s pose in an image is a difficult task as it

depends on several viewpoints such as scale and resolution of the image,

illumination shift, background noise, apparel variations, environment, and

interaction of humans with the environment. An application of pose estimation

which has intrigued many researchers in this department is exercise, physical

activity and fitness.

A class of exercise with elaborate postures is Yoga which is an age-old

exercise that started in India but is now globally famous for many of the perks

in spiritual, physical and mental domains. The problem with yoga however is

that, just like any other exercise, it is of utmost concern to practice it correctly

as any incorrect posture during a yoga session can be unproductive and perhaps

harmful. This requires the need for an instructor to supervise and guide the

session and correct the individual’s posture. Since not all users have access to

an instructor or resources, an AI-based application might come in handy to

identify yoga poses and provide personalized feedback to help people enhance

their form and profile.



In recent years, human pose estimation has profited greatly from deep

learning and huge gains in performance have been achieved. Deep learning

propositions provide a more straightforward way of mapping the structure

instead of having to deal with the dependencies between structures manually.

This project focuses on exploring the different approaches for yoga pose

classification and seeks to attain insight into applying deep learning to yoga

pose classification in real-time. This project focuses on exploring the different

approaches for yoga pose classification and seeks to attain insight into the

following: What is pose estimation? What is deep learning? How can deep

learning be applied to yoga pose classification in real-time? This project uses

references from conference proceedings, published papers, technical reports

and journals. The first section of the project talks about the history and

importance of yoga. The second section talks about pose estimation and

explains different types of pose estimation methods in detail and goes one level

deeper to explain discriminative methods – learning based (deep learning) and

exemplar. Different pose extraction methods are then discussed along with deep

learning based models - Convolutional Neural Networks (CNNs) and Recurrent

Neural Networks (RNNs).

The application of pose estimation for yoga is challenging as it involves

complex configuration of postures. Furthermore, some state-of-the-art methods

fail to perform well when the asana involves horizontal body posture or when

both the legs overlap each other. Hence, the need to develop a robust model

which can help popularize self-instructed yoga systems arises.



This project focuses on exploring the different approaches for yoga pose

classification and seeks to attain insight into the following: What is pose estimation?

What is deep learning? How can deep learning be applied to yoga pose classification

in real-time? This project uses references from conference proceedings, published

papers, technical reports and journals. Fig. 1 gives a graphical overview of topics

this paper covers.



1.2 History

Humans are prone to musculoskeletal disorders with aging and accidents. In order

to prevent this some form of physical exercise is needed. Yoga, which is a physical

and spiritual exercise, has gained tremendous significance in the community of

medical researchers. Yoga has the ability to completely cure diseases without any

medicines and improve physical and mental health. A vast body of literature on the

medical applications of yoga has been generated which includes positive body

image intervention, cardiac rehabilitation, mental illness etc. Yoga comprises

various asanas which represent physical static postures. The application of pose

estimation for yoga is challenging as it involves complex configuration of postures.

Furthermore, some state-of-the-art methods fail to perform well when the asana

involves horizontal body posture or when both the legs overlap each other. Hence,

the need to develop a robust model which can help popularize self-instructed yoga

systems arises.



1.3 Human Pose Estimation

Human posture recognition has made huge advancements in the past years. It has

evolved from 2D to 3D pose estimation and from single person to multi person

pose estimation. uses pose estimation to build a machine learning application that

helps detect shoplifters whereas uses a single RGB camera to capture 3D poses of

multiple people in real-time. Human pose estimation algorithms can be widely

organized in two ways. Algorithms prototyping estimation of human poses as a

geometric calculation are classified as generative methods while algorithms

modeling human pose estimation as an image processing problem are classified as

discriminative methods. Another way of classifying these algorithms is based on

their method of working. Algorithms starting from a higher-level generalization and

moving down are called top-down methods, whereas algorithms that start with

pixels and move upwards are called bottom-up methods.



A. Generative

Generative procedures provide a technique to predict the features from a given

pose hypothesis. They start with initializing the posture of the human body and

project it to the image plane. Adjustments are made to make the projected image

and current image observations compliant. Generative based approaches offer

easy generalization due to less constraint of a training pose dataset. However,

due to the high dimensional projection space search, this method is not

considered computationally feasible, and is thus slower as compared to

discriminative methods. describes a generative Bayesian method to track 3D

segmented human body figures in videos. This is a probabilistic method which

consists of a generative model for image appearance, an initial probability

distribution over joint angles and pose that represents movement of humans and

a robust likelihood function. Even though the method is able to track humans in

unknown complicated backgrounds, it faces the risk of eventually losing track of

the object.



B. Generative

Contrary to generative methods, discriminative methods start with the evidence of

the image and learn a technique to model the relationship between the human poses

and evidence on the basis of training data. Model testing in discriminative methods

is a lot faster as opposed to generative methods due to the search in a constrained

space as opposed to a high dimensional feature space [7]. [11] explores a

discriminative based learning method to obtain 3D human pose from silhouettes.

This approach does not require a body model explicitly nor any prior labeled parts

of the body in the image. It restores the pose using non-linear regression based on

the shape descriptor vectors fetched automatically from silhouettes of images. It

uses Relevance Vector Machine (RVM) regressors and damped least squares for

regression [11]. The method, though increasing the accuracy by three times, is not

accurate enough, as there are some instances of incorrect poses and results showing

significant temporal jitter. Discriminative methods are further categorized into

learning methods and exemplar methods.



1.2 Problem Formulation

Problem Statement is in the covid time most of the users have to use multiple

apps to track their fitness activity, do workout, exercises & meal planning. People

lose interest after a while as they find it very cumbersome to use different apps and

keep track of it. Solution to the above is a web application that will help users

develop the habit of practicing daily to track their progress (activity, meal, nutrition

intake, workout. etc.) and stay motivated especially when they are slacking.

1.3 Tools & Technologies Used

The web application uses html, css and css framework for the front-end part

of the application. For the backend and server side development we are using

Nodejs. To train data models for several poses python is used. Open CV for

detection of body movement. Tensorflow for developing ML models in Nodejs. For

deploying and testing projects we are using Heroku. For code collaboration across

team members we are using Git & Github.



Chapter-2
Literature Survey/Project Design

2.1 Literature Survey

Human Posture recognition has made huge progress in recent years. It has

evolved from 2D to 3D pose estimation and also from a single person to a

multi-person pose estimation. Some projects use pose estimation to develop a machine

learning application that helps catch shoplifters and other projects use a single RGB

camera to capture 3D poses of various people in real-time.

Human pose estimation algorithms can be broadly classified in two ways.

Generative methods revolve around algorithms prototyping estimation of human

poses as a geometric calculation whereas Discriminative methods involve

algorithms modelling human pose estimation as an image processing problem.

Method of working is another basis to classify these algorithms. Top-down and

bottom-up are included in this classification. Top-down methods include algorithms

that start from a higher-level generalization and move down eventually, whereas

bottom-up methods include algorithms that start with pixels and move upwards.

Key point detection involves concurrently identifying people and localizing

their key points. Key points are equivalent to interest points. They are spatial

locations or points in the image that define what stands out in the image and hence

what point is interesting. They are invariant to image rotation, interpretation,

shrinkage, distortion, illumination and so on. Key point detection methods include

OpenPose, PoseNet and Pifpaf.



OpenPose is a deep learning framework that involves multi-person real-time key

point detection. It began a revolution in the field of pose estimation. OpenPose

applies CNN based structure to distinguish facial, hand and foot key points of a

human body from individual images. RGB cameras are utilized to identify human

body joints.

OpenPose key points include eyes, ears, nose, neck, shoulders, elbows, wrists,

hips, knees, and ankles. Because of this characteristic, it finds its utilization in a

diversity of applications ranging from sports, inspection, motion detection to yoga

pose recognition.

PoseNet is another deep learning framework that is similar to OpenPose. It is

utilized in the identification of human poses in images or video sequences by

identifying joint locations in a human body. These joint locations or key points are

indexed by a confidence score called "Part ID” the value of which lies in the range

of 0.0 and 1.0. The PoseNet model’s execution modifies depending on the design

and output stride. The PoseNet model is independent of the dimension of the

image.

In addition, it offers incredible intelligence and the ability to easily alter graphics

using Qt illustration devices. No exit into the field of estimating the human pose

has yet been created. Estimating human posture is a confusing point in the

Computer Vision realm, as it involves the formation of a human skeletal figure

based on a fully characterized structure of the human body. exercises certainly play

an important role in human life.



However, improper performance of the exercises can lead to injuries, which

require adequate training and support during the performance of the action. But

waiting for an instructor at all times while doing an exercise is too much to ask.

This requires a self-learning model of yoga that accurately informs the user when

exercise is being performed correctly.

So when building a model for the yoga posture data set, we found that adding

more features to the data set improved the overall accuracy of the model.

Furthermore, the use of OpenPose, PyQt, and a neural network model in the

dataset with the 3D values is considered more effective than the 2D values.



2.2 Project Design

The depth of any object is shown in the depth image. This means that we

can figure out the approximate distance of any object by looking at its depth

image. The farther objects are shown in a darker shade and the objects near the

camera are shown in a lighter shade. After the depth image, we will identify the

torso in the human figure and try to locate a centre point on the image.

Now we find the geodesic distance and path in the human figure. Geodesic

distance is the shortest distance between two vertices of any figure. Here, the

geodesic distance will show the shortest distance between the head, the palm of

the right hand, left hand and right and left toes. The values of the geodesic

distance will now help to identify the geodesic paths which in turn will help us to

identify the head, hands and legs of the human figure.



We can now label them as head, rArm, rLeg, lArm and lLeg respectively, for the

head, right arm, right leg, left arm and left leg.

We can use this information to find our target point in the human figure. By

joining the arms, legs, head and torso with single straight lines, we can create a

skeletal joint fitting image of the person performing yoga.



2.3 System Architecture Of PoseNet:

In PoseNet, the softmax layer is replaced by a sequence of fully connected layers.

A high level architecture of PoseNet is shown in Fig. 3 [31]. The first component in

the architecture is an encoder which is responsible for generating the encoding

vector v, a 1024-dimensional vector that is an encoded representation of the

features of the input image. The second component is the localizer which generates

vector u which denotes localization features. The last component is a regressor

which consists of two connected layers that are used to regress the final pose.



In the case of keypoints, CNN extracts features from 2D coordinates of the

OpenPose keypoints using the same convolutional filter technique explained above.

Based on the filter size, the convolutional filter slides to the next set of input. After

the convolution, an activation function Rectified Linear Unit (ReLU) is generally

applied to add nonlinearity in the CNN, as the real world data is mostly nonlinear

and the convolution operation by itself is linear. Tanh and sigmoid are other

activation functions, but ReLU is mostly used because of its better performance.

CNNs consist of a minimum of one convolutional layer which is the first layer and

is responsible for feature extraction from the image. CNNs perform feature

extraction using convolutional filters on the input and analyzing some parts of the

input at a given time before sending the output to the subsequent layer. The

convolutional layer, through the use of convolutional filters, generates what is

called a feature map. With the help of a pooling layer, the dimensionality is

reduced, which reduces the training time and prevents overfitting. The most

common pooling layer used is max pooling, which takes the maximum value in the

pooling window.



Chapter-3
Functionality/Working Of Project

3.1 Module Description

There are two main components to take care of while making a yoga pose

detector, namely:

1) Model building for yoga pose detection.

2) Yoga pose recognition. The model building consists of 2 parts: training data

and testing data. The data is acquired from the depth image and skeleton image.

Then feature extraction is done for data processing and the model is built with the

help of training data provided.

Then it is tested on testing data. If we get the desired result, we can deploy the

model, else we have to train the data again till the desired result is achieved.



We will collect a dataset on different yoga poses and train our model using

deep learning to identify the correct yoga posture and/or find what the user is

doing wrong in the yoga pose and show how that can be corrected. The video of

the person performing yoga is captured by the webcam using OpenCV.

Then the depth image is obtained which helps in finding the geodesic path

which in turn aids us to find the skeleton fitting image. We use this image to

identify the key points in the figure. We can now compare these key points to the

ones in our sample dataset to see if they are matching or not. In case, the pose

does not match, we will compare the key points where it is showing a mismatch

and guide the user to correct his/her pose accordingly.

On the dashboard, the users can see their active time, calories burnt and

their streak number, which is the number of consecutive days a user is active on

the platform. The streaks are displayed only after a minimum of 3 days of active

time and badges will be given to users on achieving milestones like 1 month, 3

months, 6 months, etc. which they can share on their social media handles.



As we probably know, Python's strength lies in exploratory data science and

visualization using various devices, e.g. To reach all these Python devices

directly from the application, PyQt is used. PyQt allows us to create complex

information based applications and smart dashboards. Although it is possible to

put matplotlib plots in PyQt, the experience does not feel native. With this in

mind, PyQt is used instead of matplotlib for simple and deeply intuitive graphs.

This is based on PyQ5's local QGraphicsScene and provides better drawing

execution, especially for a live feed.

A default SVM has been trained on the training data with the radial basis

function (rbf) kernel. Rbf is the default and most popular kernel which is a

gaussian radial basis function. It provides more flexibility as compared to other

kernels, linear and polynomial. The value of the soft margin parameter C is 1 and

the decision function is one-vs-rest. The key points captured using OpenPose are

used as features to SVM. These 18 keypoints are represented by X and Y

coordinates which makes the total number of features as 36 (18 * 2). The data is

reshaped to make the number of samples equal.



The first step in preprocessing the data is extracting key points of poses in

video frames using the OpenPose library. For recorded videos, pose extraction is done

offline whereas for realtime, it is done online wherein key points identified from the

inputs to the camera are supplied to the model. OpenPose is run on each frame of the

video and the corresponding output of each frame is stored in JSON format. This

JSON data includes the locations of body parts of each person identified in the video

frame. Default setting of OpenPose has been used for extracting pose key points for

ideal performance.

The number of frames varied from 60,20,20 split at the video level. This was because

of the difference in duration of videos.



3.2  Flowchart of Proposed Solution



A deep learning model for classifying yoga poses can be built where the initial

keypoint extraction of the human joint locations is done using OpenPose. The

model can incorporate feature extraction capabilities of CNN along with context

retention abilities of LSTM to effectively classify yoga poses in prerecorded

videos and also in real time [2].

This model can be thought of as a hybrid model. We also plan to experiment with

basic CNN networks and compare the performance with the hybrid model.

Kinect sensors could be a way to perform human pose estimation, but it accounts

for additional equipment and specialized hardware and the performance is not

always good in different surroundings.

Machine learning models, although not widely used for human pose estimation,

will be explored for comparison with the deep learning models. The evaluation

of the yoga pose classification system will be done by using classification scores,

confusion matrix and evaluations by people. The system will predict the yoga

pose sequence being performed by the user in real-time and we can examine if

the prediction made.



A lot of work has been done in the past in building systems that are automated or

semiautomated which help to analyze exercise and sports activities such as

swimming [24], basketball [25] etc. Patil et al. [26], proposed a system for

identifying yoga posture differences between an expert and a practitioner using

speeded up robust features (SURF) which uses information of image contours.

However, describing and comparing the postures almost by using only the

contour information is not sufficient. A system for yoga training has been

proposed by Luo et al. [27] which consists of inertial measurement units (IMUs)

and tactors. But this can be uncomfortable to the user and at the same time affect

the natural yoga pose. [28] presented a system for yoga pose detection for six

poses using Adaboost classifier and Kinect sensors and achieved an accuracy of

94.8%. However, they have used a depth sensor based camera that may not be

always accessible to users. Another system for yoga pose correction using Kinect

has been presented by [29] which takes into account three yoga poses, warrior

III, downward dog and tree pose. However, their results are not very impressive,

and their accuracy score is only 82.84%. The traditional method of

skeletonization has now been replaced by deep learning-based methods. Deep

learning is a promising domain where a lot of research is being done, enabling us

to analyze tremendous data in a scalable manner.



As compared to traditional machine learning models where feature extraction

and engineering is a must, deep learning eliminates the necessity to do so by

understanding complex patterns in the data and extracting features on its own.

The system is correct. The results will also be compared to existing methods.

The model loss curve represents a minimizing score (loss), which means that a

lower score results in better model performance.

The model accuracy curve represents a maximizing score (accuracy), which

means that a higher score denotes better performance of the model. A good

fitting model loss curve is one in which the training and validation loss decrease

and reach a point of stability and have minimal gap between the final loss values.

On the other hand, a good fitting model accuracy curve is one in which the

training and validation accuracy increase and become stable and there is a

minimum gap between the final accuracy values.



Chapter-4

Result & Discussion

4.1 Training Setup:

The models are built using Python libraries such as TensorFlow - Keras (Theano

backend), OpenPose, NumPy, Scikit Learn on a system with NVIDIA Tesla 1080

GPU having 4 GB memory.

4.2 Results:

Train accuracy: 0.9953

Validation accuracy: 0.9762

Test accuracy: 0.9319





4.3 Analysis

The training accuracy of the model is pretty high at 0.99. There is a slight

decrease in the validation and test accuracy, but the results are still good. We can

see in the confusion matrix that most classes are classified correctly except for

tadasana (mountain pose). Out of 17,685 frames for tadasana, 6992 have been

misclassified as vrikshasana (tree pose) and similarly there is some incorrect

classification for vrikshasana. This could be because of the similarity in the

poses as both of them require a standing position and also the initial pose

formation is similar.

Model Architecture Summary:



4.4 Model Architectural Diagram:

SVM is a supervised machine learning model that is inherently a two-class

classifier. However, as most problems involve multiple classes, a multiclass

SVM is often used. A multiclass SVM forms multiple two class classifiers and

differentiates the classifiers on the basis of the distinct label vs. the rest (one-vs-

rest or one-vs-all) or between each pair of classes (one-vs-one). SVM performs

the classification by creating a hyperplane in such a way that separation between

classes is as wide as possible.



Chapter-5

Conclusion & Future Scope

5.1 Conclusion

Human pose estimation has been studied extensively over the past years. As

compared to other computer vision problems, human pose estimation is different

as it has to localize and assemble human body parts on the basis of an already

defined structure of the human body. Application of pose estimation in fitness

and sports can help prevent injuries and improve the performance of people’s

workout which suggests, yoga self-instruction systems carry the potential to

make yoga popular along with making sure it is performed in the right manner.

Deep learning methods are promising because of the vast research being done in

this field. The use of hybrid CNN and LSTM models on OpenPose data is seen

to be highly effective and classifies all the 6 yoga poses perfectly. A basic CNN

and SVM also perform well beyond our expectations. Performance of SVM

proves that ML algorithms can also be used for pose estimation or activity

recognition problems. Also, SVM is much lighter and less complex when

compared to a neural network and requires less training time.



5.2  Future Works

The proposed models currently classify only 6 yoga asanas. There are a number

of yoga asanas, and hence creating a pose estimation model that can be

successful for all the asanas is a challenging problem. The dataset can be

expanded by adding more yoga poses performed by individuals not only in

indoor settings but also outdoors. The performance of the models depends upon

the quality of OpenPose pose estimation which may not perform well in cases of

overlap between people or overlap between body parts. A portable device for

self-training and real-time predictions can be implemented for this system. This

work demonstrates activity recognition for practical applications. An approach

comparable to this can be utilized for pose recognition in tasks such as sports,

surveillance, healthcare etc. Multi-person pose estimation is a whole new

problem in itself and has a lot of scope for research. There are a lot of scenarios

where single person pose estimation would not suffice, for example pose

estimation in crowded scenarios would have multiple persons which will involve

tracking and identifying pose of each individual. A lot of factors such as

background, lighting, overlapping figures etc. which have been discussed earlier

in this survey would further make multi-person pose estimation challenging.
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