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Abstract 

 

 

 

Emotional analysis aims to detect and recognize types of feeling through the 

expression of text such as anger,disgust,fear,happiness,sadness and 

surprise.Currently writing takes many forms such as social media 

posts,blogs,articles and reviews given by the customer. From these contexts, small 

text can be of useful resources for text-mining to reveal the hidden various aspects 

including emotions.Text containing emotions are an absolutely necessary resource 

for opinion mining and personalised recommendation.An emotion passage contains 

several clauses and each clause is a candidate unit for fine-grained emotion 

analysis.For every emotion the target of the task is to verify which clause contains 

the emotion clause.We first transform emotion cause extraction as a supervised 

ranking problem from an information retrieval perspective, we evaluate our model 

using a publicity available dataset for emotion cause extraction. In the future we 

will construct the most powerful ranking model by developing  effective ranking 

features for emotion cause extraction. 
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INTODUCTION 

 

Emotion cause extraction (ECE) tries to remove triggers in the text that could lead 

to emotional outpouring. In the ECE project was first offered as a difficult label 

tagging task. released a newly obtained chorus to overcome the inadequacies in 

extracting the reasons at the word level,more focus in the following session, and 

serve as a benchmark database for ECE research The text is divided into five 

pieces. Section four contains the emotion "glad." This section explains the 

emotional clause, which refers to a section that contains emotions. There are two 

main reasons for this: In the second paragraph, "A police officer visited an elderly 

man who had lost money," and in the third paragraph, "He informed him that the 

thief had been apprehended."  

They are referred to as a clause of reason, which is a clause that contains the 

causes. The problem of binary has been approved as a clause level ECE 

activity.separation in [2].The purpose is to locate each clause in the document and 

determine whether or not that clause is the emotional trigger mentioned in the 

annotation. The present ECE function, however, contains two flaws. The first is 

that emotions must be established before the explanation is presented in the test 

set, limiting the application of ECE in real-world scenarios.. The second point is 

that the first approach to express emotion is to eliminate the source of neglect, 

which is the fact that emotions and causes are both reflecting.  

We propose a new job in this paper called emotion cause pair extraction (ECPE), 

which tries to extract all pairs of potential emotions and their linked causes from a 

document.We compare and contrast standard ECE work with our new ECPE work. 

The paragraph of the corresponding basis for feelings expressed is excluded by 

ECE policy. Before removing the cause, ECE must first supply an expressive 

impression over the document as input.The outcome of our ECPE work, on the 



other hand, is a source of feeling without the necessity for an emotional 

commentary beforehand. Take, for example, example 1 with the emotive 

annotation: "happy," ECE's purpose is to connect two linked cause clauses: "a 

police officer visits an elderly guy with his missing money and informs him that a 

robber has been apprehended. "While on the ECPE mission, the policy requires 

directly extracting all pairs of the emotional clause once cause, such as ("The 

oldest man happy," the policeman visited the old man and lost money") and ("The 

old man was very happy," and told him that the thief had been caught"), without 

using the emotional comment "happy." We suggest a two-step methodology to 

meet this new ECPE requirement. The process of extracting a pair of emotions is 

transformed in Step 1.cause into smaller tasks (extracting emotions and causing 

sequential withdrawal) For the objective of extracting a set of emotions clauses and 

a collection of rationale clauses, two types of learning multiple task networks were 

used. Step 2 involves tying the source of emotions to the filtering process. We pair 

all entries from the two sets and then train the filter to reject incoming pairs that 

include causal links. Without employing emotional annotations in the test data, we 

assessed our technique using an emotional cause database Finally, we acquire F1 

scores of 61.28 percent. the emotional cause's pairing backdrop The results of the 

testing show the feasibility of the ECPE activity as well as the success of our 

strategy.In addition to putting an emotional pair to the test, we evaluate their 

performance in two different areas (to evoke emotions and reason background). 

Our method effectively mimics the performance of the causal release factor in 

standard ECE approaches without relying on emotional annotations in the test set 

(slightly lower than the state of the art). Our methodology has major advantages 

over classic ECE methods that minimise emotional reliance.The following are the 

major contributions to the project: We propose a new function: the issuing of a pair 

of emotional causes (ECPE). Allows the study of the emotional cause to be applied 



to real-world events, overcoming the inadequacies of standard ECE work-

dependent emotional annotation before discharge cause. To cope with the ECPE 

function, we offer a two-step architecture that starts with the production of each 

emotion and prompts the release, then pairs the emotional cause again to filter.We 

are constructing a corporation suited for ECPE work based on the benchmark ECE 

corpus. The results of the tests demonstrate the practicality of ECPE work and our 

path to success. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



PROJECT RELATED WORK 

 

The function of emotional release (ECE) was first introduced, and this function 

was described as removing the root level factors that led to the feelings mentioned 

in the text.When the width of both emotion and reason is described, they generate a 

small Chinese emotion that causes a corpus.Some individual studies that have 

undertaken ECE research on their campus have used legal approaches, based on 

the same job circumstances.suggested that the clause may be the most appropriate 

unit for finding the causes based on corpus analysis in , and changed the At the 

paragraph level, function starts at the word level. They propose a multi-labeled 

strategy for identifying the causes of several categories while also capturing long-

term data. This activity setting resulted in a lot of effort. proposed a method for 

identifying Italian sentences that contain a reason phrase based on language 

patterns and basic conceptual knowledge.chose a machine and utilised 25 hand-

copied rules as features.To find causes, learning models such as SVM and CRF are 

used. Using SINA city news, and released Chinese sentiments generate a data 

collection. And the corpus drew a lot of attention in subsequent study, and it has 

since become the standard database for ECE research. Several traditional machine 

learning methods and deep learning approaches are based on this 

dataset.Furthermore,[5] focuses on the usage of a multi-user building to induce the 

discovery of Chinese microblogs. Two official microblog detection functions 

(current subtweet-based detection and subtweet-based detection) have been 

created, and SVM and LSTM have been used to deal with them. described joint 

neural network-based approaches for identifying emotions and acquisitions for the 

same purposes; these are two minor tasks. [8] suggested a hierarchical 

Convolutional Neural Network (Hier-CNN), which employed a sentence level 

interface once a subtweet-level encoder to add a name contextual features and 



event-based features. In terms of emotion annotations, all of the preceding 

functions attempt to eliminate the level of words or the reasons of the level of the 

clause. Despite the fact that our work differs from theirs, we recommend extracting 

both emotion and concurrent linked reasons (i.e., background pairing of emotional 

cause) and looking into how triggers can promote emotion release and vice versa. 

We feel that the cause and emotions are not mutually exclusive. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



TASK  

 

First and foremost, we present a summary of our work with emotional cause pairs 

(ECPE). The goal of ECPE is to generate a set of emotionally charged pairs in d: P 

=...,(c emotion, c cause),..., where c emotion is an emotion clause and c cause is the 

associated cause clause, given a document with multiple clauses d = [c1, c2,..., c | d 

|]. It should be noted that this function is similar to the classic ECE function.The 

ECPE function is also defined at the clause level, which is appropriate 

the difficulty of articulating the reasons of emotions on a word/phrase level It 

means "emotion," and the words "cause" and "emotion clause" in this article relate 

to the "emotion clause" and "cause clause," respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



APPROACH OF THE PROJECT 

 

We offer a two-step strategy to repair this new ECPE function in this activity: 

• The first step (Extracting individual emotion and cause) 

First, we split the extraction function into two sub-tasks by changing the cause of 

the emotion (extracting emotions and extracting the background respectively). To 

model two sub-tasks in an integrated framework, two forms of multi-tasking 

learning networks are proposed, with the goal of extracting a collection of emotive 

subtitles and a set of causal categories for each text.• 2nd Step (Paring the emotion-

cause and filtering) Then we apply a Cartesian product to pair the emotional set E 

with the cause set C. This displays a set of possible pairs that elicit emotion. 

Finally, we train the filter to filter out empty pears and the emotional-cause 

relationship. 

1st step (Extracting individual emotion and cause) 

For each cause.document, the purpose of step 1 is to extract a set of emotional sub 

divisions and a set of categories. We propose two forms of multi-functional 

learning networks in this case: (i.e.,Independent Multi-task Learning and 

Interactive Learning for multiple occupations). On a more basic level, the most 

recent one has been improved with a translation that better expresses the 

relationship between feeling and causes. 

Learning to multitask independently 

The paper we're working on has a lot of clauses, and each one has a lot of words in 

it. The Hierarchical Bi-LSTM network, which has two layers, is used to capture the 

"word-clause-document" structure.2nd Step (Paring the emotion-cause and 

filtering) We now have a set of emotions and a set of causal categories in Step 1. 

Step 2's purpose is to link two sets of causal sensations and generate a pairing set 

of causal feelings related to cause. To begin, we apply the Cartesian product in 



both E and C to obtain a list of all possible pairs: Second, at Pall, each pair is 

represented by a vector feature that consists of three sorts of features: in which s 

The emotional clause and the causal clause are represented by and sc, respectively, 

while the distances between the two categories are represented by v^d. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



EXPERIMENTAL ANALYSIS 

 

Documents containing two or more emotions are grouped together in such a way 

that each sample only contains one emotion. We consolidated the documents with 

the identical text content into one document and labelled each emotion, the cause 

of the pairing, in this text to better suit the ECPE function settings 

 

 

TASK EVALUATION 

 

In part, Indep refers to the projected path. When compared to two Bi-LSTMs, the 

emotional release and the cause release are independent in this way. 

Inter-CE: Inter-CE is the strategy proposed in the previous paragraph, in which the 

domain predictions are used to improve the emotional domain. 

Inter-EC: Inter-EC outlines the proposed technique in a paragraph, in which the 

predicted emotion, or backdrop, is employed to improve discharge.Inter-EC finds 

positive evidence for ECPE activity for both small jobs when compared to Indep. 

We discovered that the formation of ments occurs primarily at the level of 

remembering the cause output function, ultimately leading to increased ECPE 

memory level confirmation. This demonstrates that emotion release forecasts are 

useful in setting the scene and are effective.of the Inter-EC Furthermore, the nerve 

system's function has improved, demonstrating that monitoring from the discharge 

of the cause also applies to the release of emotions. In comparison to Indep, Inter-

CE is seeing large increases in ECPE activity. We discovered that development is 

primarily focused on accurate sites for emotional release, with large gains in ECPE 

accuracy as a result. This demonstrates that triggering forecasts are effective for 

Inter-CE and are useful in the discharge of emotions. When we compare Inter-EC 

to Inter-CE, we discover that Inter-EC development is mostly dependent on 

triggering work, whereas Inter-CE development considerably helps emotional 



release function. These findings support our intuition that emotions and causes are 

inextricably linked. Furthermore, we discover that The evolution of Inter-EC in the 

issuing of reasoned work is distinct from the evolution of Inter CE in the issuance 

of emotional work. We assume it's because removing the cause is more difficult 

than emotional release, which is why there's more room for additional 

improvement. 



*Upper-Bound Emotions and Cause Interactions 

 

 

We created Inter-CE and Inter-EC evaluations to double-check the sharing result 

forecasts of two sub-jobs. Inter-CE-Bound: Inter-CE-Bound is not the same as 

Inter-CE, which relies on a reason label background to aid emotional processing. 

The Inter-EC-Bound is not the same as the Inter-EC, which employs the emotional 

label domain to assist construct a domain Because they use annotations, the results 

of the Inter-CE-Bound and Inter-EC-Bound techniques are preceded by a "#," 

indicating that they cannot be properly compared to other methods. Because they 

require annotations, Inter-CE-Bound and Inter-EC Bound results are preceded by a 

"#," indicating that they cannot be properly compared to other methods.Inter-EC-

Bound functioning in the excellent reason and the effectiveness of the Inter CE-

Bound in emotion release both improve dramatically when compared to Indep. 

Furthermore, the Inter-EC Bound in the triggering function has progressed 

significantly, while the Inter-CE-Bound in the emotional release function has 

improved significantly. We believe this is because extracting the cause is 

considerably more difficult than extracting emotions, therefore there is more room 

for improvement, as discussed in the previous section. By comparing the findings 

of the Inter-EC-Bound and Inter-EC, we discovered that while Inter-EC is better 

than Indep, it is significantly worse than Inter-EC-Bound, owing to several 

inaccuracies in emotion prediction. When comparing Inter CE-Bound with Inter-

CE, can you get the same conclusion? These test findings also suggest that emotion 

and cause are interwoven, and that if we can increase emotional release 

performance, we can work more effectively on the task of extracting the cause and, 

on the other hand, the evil, leading to the eventual development of ECPE. 

However, when the basic truth of emotion / causes is utilised to forecast each 



other, only high-level assessments are used. 3. The Effect of Emotion-Cause Pair 

Filtering We show the output function of a couple of emotional causes with and 

without filtering for both. Filtering with and without pear After installing the 

Cartesian product in the second phase, we use a double filter. The use of a dual 

filter reveals that the F1 points of all models in ECPE work are quite essential.



PROCESS 

 

 

 

 

 

 

 



                              

 



 Evaluation on the ECE task 

 

We further examine our approach by comparing it with some existing approaches 

on the traditional ECE task. It should be noted that our Inter-EC model does not 

use the emotion annotations on the test data. 

• RB is a rule-based method with manually defined linguistic rules.  

• CB is a method based on common-sense knowledge.  

• RB+CB+ML (Machine learning method trained from rule-based features and 

common-sense knowledge base) uses rules and facts in a knowledge base as 

features and a traditional SVM classifier for classification. 

 • Multi-kernel uses the multi-kernel method to identify the cause. 

 • Memnet denotes a deep memory network proposed. 

 • ConvMS-Memnet is a convolutional multiple-slot deep memory network 

proposed by Gui et al.  

• CANN denotes a co-attention neural network model proposed in Li et al. (2018). 

 

 

 

 

 

 

 

 

 

 

 

 



CONCLUSION 

 

 

We offer a new goal in this paper: removing the emotional pair, which tries to 

bring out powerful pairings of emotions and related causes in text. To tackle this 

problem, we suggest a two-step technique in which we first learn various functions 

to extract both feelings and causes in sequence, then combine them in pairs using a 

Cartesian product, and then use a filter to exclude combinations that create false 

emotions.We develop a corpus ready for ECPE work based on the benchmark ECE 

corpus. The success of our strategy is demonstrated by the outcomes of our tests. A 

two-step plan might not be the best way to deal with the ECPE issue. Its function, 

on the other hand, is not obvious. 

On the other hand, errors made in the first stage will have an impact on the 

outcome of the second. In the following project, we'll strive to create a one-step 

model that produces I pears that stimulate emotions in a way that starts at the 

beginning and ends at the end.
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