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Abstract
ABSTRACT Modermn era is all about data. Since the dawn of internet from 1980

till 2003, 5 exabytes of data were generated. Now this much data is generated in
every two days. Whether we surf the internet or listen to songs or scroll instagram,
everywhere on internet we leave digital footprints. These digital footprints were

gathered by various tech giants and a large amount of data is generated. Handling

and managing of this data is the primary job of the data scientist. This useful
information is implemented in the way that benefits and eases humans. The data
scientists combine various machine learning algorithms to the data and extract and
predict the useful information. Nowadays, high amount of data is generated 1n the
form of text. Extracting the useful chunks of data from this huge class of text data
is a difficult process. This is where our project comes into picture. The name of our
project is “Text Classification”. It combines the concept of natural processing
language and Support Vector Machine (a ML algorithm) for the classification of
various texts. It tags/classifies various portions of the text data into various
categories such as whether the given text is talking affirmative about a topic or in
some sort of negative sense, whether the given text is talking about electronics or
aerodynamics or space etc. This helps us group the data into various categories and

filter the data as per our requirements. This project would be of great help to data

scientists and various MNC’s which generates huge amount of data.
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CHAPTER-1

Introduction

The name of our project is “TEXT CLASSIFICATION” .Our project is a machine
learning/deep leaning enabled project whose main task is to cluster together
various texts based on their meaning .For this purpose we will be using various
ML/DL techniques. Text classification is a machine learning technique that assigns
a set of predefined categories to open ended text. Text classifiers can be used to
organize, structure, and categorize pretty much any kind of text- from documents,
medical studies and files, and all over the web. For example, new articles can be
organized by topics, support tickets can be organized by urgency, chat
conversations can be organized by language ,brand mentions can be organized by
'sentiments and various other things .Text classification is one of the fundamental
task in natural language processing with vast variety of broad applications such as

sentiment analysis , topic labelling, spam detection ,intent detection and various

other purposes.

g g " -— -
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CHAPTER-2
Literature Survey

Document fragmentation or document fragmentation is a problem in library
science, information science and computer science. The task is to assign the
document to one or more categories or categories. This can be done "practically”
(or "intelligently") or algorithmically. The classification of literary genre has
primarily become a provincial science library, while algorithmic classification is
both information science and computer science. The problems are interdependent,

however, so there is a cross-sectional study on the classification of texts.

Distributed texts can be text, images, music, etc. Each type of text has its own

special classification problems. If otherwise stated, text splitting is implied.

Documents can be categorized according to their titles or by other factors (such as

document type, author, year of publication etc.). Throughout this article only
subject division is considered. There are two main philosophies for the division of

titles: the content-based approach and the application-based approach.
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CHAPTER-3

Project Design

Use of Text Classifier:

unstructured, with text being

It’s estimated that around 80% of all information 18
nature

structured data. Because of the messy

one of the most common types of ut
ing through text data is hard

of text, analyzing, understanding, organizing, and sort
and time-consuming, SO most companies fail to use it to its full potentlal.

h machine learning COMES in. Using text

This is where text classification wit
text, from

classifiers, companies can automatically structure all manner of relevant
emails, legal documents, social media, chatbots, Surveys, and more in a fast and

cost-effective way. This allows companies to Save time analyzing text data,

automate business processes, and make data-driven business decisions.

Building Of Text Classifier:

Automatic text classification applies machine learning, natural language processing

(NLP), and other Al-guided techniques to automatically classify text in a faster,

more cost-effective, and more accurate manner.
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CHAPTER-4

Functionality/ Working of Project

There are many approaches to automatic text classification, but they all fall under

three types of systems:

Rule-based systems

Machine learning-based systems

Hybrid systems

15

Rule based systems

Rule-based approaches classify text into organized groups by using a set of

handcrafted linguistic rules. These rules instruct the system to use€
semantically relevant elements of a text to identity relevant categories based
on its content. Each rule consists of an antecedent or pattern and a predicted

category. Say that you want to classify news articles into two groups: Sports
and Politics. First, you’ll need to define two lists of words that characterize
each group (e.g., words related to sports such as football, basketball, LeBron
James, etc., and words related to politics, such as Donald Trump, Hillary
Clinton, Putin, etc.).Next, when you want to classify a new incoming text,
you’ll need to count the number of sport-related words that appear in the text
and do the same for politics-related words. If the number of sports-related
word appearances is greater than the politics-related word count, then the

text is classified as Sports and vice versa.

For example, this rule-based system will classify the headline “When is
[eBron James' first game with the Lakers?”” as Sports because it counted one

sports-related term (LeBron James) and it didn’t count any politics-related

terms.

Rule-based systems are human comprehensible and can be improved over
time. But this approach has some disadvantages. For starters, these systems
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require deep knowledge of the domain. They are also time-consuming, since
generating rules for a complex system can be quite challenging and usually
requires a lot of analysis and testing. Rule-based systems are also difficult to
maintain and don’t scale well given that adding new rules can affect the

results of the pre-existing rules.

. Machine learning based systems

Instead of relying on manually crafted rules. machine learning text
classification learns to make classifications based on past observations. By
using pre-labeled examples as training data, machine learning algorithms
can learn the different associations between pieces of text, and that a

particular output (i.e., tags) is expected for a particular input (i.e., text). A
“tag” is the pre-determined classification or category that any given text
following

count. For example, if we have defined our dictionary to have the
words {This, is, the, not, awesome, bad, basketball}, and we wanted to
vectorize the text “This is awesome,” we would have the following V;éctor
representation of that text: (1, 1, 0, 0. 1, 0, 0).Then, the machine learning
algorithm is fed with training data that consists of pairs of feature sets

(vectors for each text example) and tags (e.g. sports, politics) to produce a

classification model.

. Hybrid Systems

Hybrid systems combine a machine learning-trained base classifier with a
rule-based system, used to further improve the results. These hybrid systems

can be easily fine-tuned by adding specific rules for those conflicting tags
that haven’t been correctly modeled by the base classifier.
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We will be primarily using Support

classifier.
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There are various machine learning, deep learning algorithms at play which we will
discuss in detail in our presentation. This is just a brief introduction of our

research/

Document/Text classification overview:

Document/Text classification is one of the important and typical task
in supervised machine learning (ML). Assigning categories to
documents. which can be a web page, library book, media articles,

gallery etc. has many applications like e.g. spam filtering, email routing,

sentiment analysis etc. In this article, I would like to demonstrate how
thon, scikit-learn and little bit of

we can do text classification using py
NLTK.

Let’s divide the classification problem into below steps:
1. Prerequisite and setting up the environment.
2. Loading the data set in jupyter.
3. Extracting features from text files.
4. Running ML algorithms.
5. Grid Search for parameter tuning.

6. Useful tips and a touch of NLTK.

Step 1: Prerequisite and setting up the environment

The prerequisites to follow this example are python version 2.7.3 and
jupyter notebook. Also, little bit of python and ML basics including text
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classification is required. We will be using scikit-learn (python) librarie.

our example.

Step 2: Loading the data set in jupyter.

The data set will be using for this example is the famous “20 Newsgoup
set.

Step 3: Extracting features from text files.

Text files are actually series of words (ordered). In ox:der to run rpachmp
learning algorithms we need to convert the text files 1nto numerlcal.featl |
vectors. We will be using bag of words model for our example. Brietly,
segment each text file into words (for English splitting by spape), and Co
# of times each word occurs in each document and ﬁnally assign each w
an integer id. Each unique word in our dictionary will correspond to a

feature (descriptive feature).

Step 4. Running ML algorithms.

There are various algorithms which can be used for text classification.

Performance of NB Classifier: Now we will test the performance of
NB classifier on test set.

import numpy as np

twenty_test = fetch 20newsgroups(subset="test’, shuffle=True)
predicted = text clf.predict(twenty_test.data)

np.mean(predicted == twenty_test.target)

i
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Naive Bayes

In machine learning, naive Bayes class

with strong (nalve) indepencence assumptions between the features.

P(B|A) P(A)
P(B)
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P(A|B) =

prior x likelihood

Posterior = .
evidence

qere are a family of simple "probabllistic classifiers” based on applying Bayes' theorem
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