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Abstract 
 

 
Automobile Manufacturing is one of the most sophisticated sets of processes in the 
World. And for the automobile to be Successful in the market, it requires an extensive 
amount of work to be done in the field of Market Analysis. This is an area of major 
concern for companies.  
 
So, we decided to use a Machine Learning model that would predict based on the history 
of the Cars Manufactured in India. We analyzed the trend of Market demand and build a 
predictive model that would predict that whether a car would be successful in the market 
or not. Many other factors could be predicted using the analysis such as which car 
colour and type of car should the manufacturer build to maximize sales. There is also a 
"User Section", wherein the customer can check if the car is value for money, or wait for 
a more suitable car to be available in the market, which can also predict the price of a 
new car based on the brand name and other features.  
 
Here we have used a Linear Regression technique to build a Machine Learning model. 
This model is trained on multiple datasets collected from different sources which are 
then analyzed and processed to obtain desired results. Thus this project is a very handy 
tool for both manufacturers and customers.  
 
Since this business of car manufacturing is unceasing, hence the process of data 
generation is also never-ending. This project’s accuracy will get better with time as 
more data is available. 
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CHAPTER-1 
Introduction 

 

  
 
Automobile Manufacturing is one of the most painful process for the car Manufactures in 
terms of both labour and financial. But if automobile is not well received in the market, the 
pain and the treasure is lost. For example, for production of new car the company has to 
setup whole production unit along with its lifeline i.e. Workers. But what if its sales are low 
or what if the car doesn’t match the standards of the population for which the car is 
manufactured, the whole ecosystem and the hard work goes to vain. 
 
So we decided to come up with a model that would be a boon to this type situation. We 
have collected automobiles dataset of different companies from different sources, analyzed 
and processed it to obtain the information, upon which our machine learning model is 
trained. The model is based on Linear Regression technique. The manufacturer could 
extract from it which type of car to be manufactured, what would be the most prominent 
colour, what would be transmission type, fuel type, etc. 
 
Apart this there is a “Customer Section”, wherein customer can check if the car present in 
the market is value for money or not. Weather he/she is buying the car at the perfect price or 
not, or weather if he should wait for some more exciting deal. 
 
The Whole Project is divided into the 5 parts :- 
 

 Data Collection 

 Data understanding and exploration 

 Data cleaning 

 Data preparation 

 Model building and evaluation 

 

 

 

 

 

 

 



 

 
CHAPTER-2 

Literature survey 
 
 
 

[1] discussed that a predictive system for car fuel consumption using a back-propagation 
neural network is proposed in this paper. The suggested system has three components: an 
information gathering system, a fuel consumption forecasting algorithm, and a performance 
assessment system. Although there are many factors that influence a car's fuel consumption 
in a practical drive procedure, the impact factors for fuel consumption in the current system 
are simply determined as the make of the car, engine style, vehicle type, weight of the car, 
and transmission system type. An artificial neural network with back-propagation neural 
network has a learning capability for automobile fuel consumption prediction to test the 
effect of the proposed predictive system in the fuel consumption forecasting. The results of 
the prediction showed that the proposed neural network system is successful in predicting 
fuel consumption and that its performance is adequate.. 

 

[2] discussed that A high-interest study topic has been automobile price prediction, as it 
necessitates significant effort and expertise on the part of the field expert. For a trustworthy 
and accurate forecast, a large number of unique attributes are considered. They utilised 
three machine learning approaches to create a model for forecasting the price of 
secondhand automobiles in Bosnia and Herzegovina (Artificial Neural Network, Support 
Vector Machine and Random Forest). However, the approaches suggested were used in a 
group setting. 

 

[3] discussed that Their study looks at how sentiment analysis and Google trends data may 
be used to anticipate automobile sales. Previous study has proven the utility of both 
approaches for sales forecasting, but the findings of current research for forecasting the 
sales of high-involvement items such as vehicles are more equivocal. In this study, linear 
regression models are used to evaluate over 500,000 social media postings for eleven 
automobile models on the Dutch market. In addition, the results of this study are compared 
to the prediction capacity of Google Trends. The findings reveal that while social media 
emotions have limited predictive value when it comes to automobile sales, Google Trends 
data and social mention volume show substantial results and may be combined into a useful 
prediction model. The automotive industry may utilise decision tree regression to build a 
prediction model with temporal delays that can be employed in addition to standard 
forecasting approaches. 

 

[4] discussed that because of its safety and operational efficiency, automobile following 
control is critical. This study uses a linear and continuous model of automobile following 
for this goal, as well as a Model Predictive Control (MPC) controller. This form of control 
has the capacity to cope with control limitations, which is a significant benefit. We hired 
this sort of controller in this study to deal with these restrictions since safety and 
operational efficiency are constraints for automobile following. The MPC predicts the 
future behaviour of the leader vehicle (LV) based on the relative distance and relative 



 

acceleration of each instant, and the acceleration of the follower vehicle (FV) is regulated 
based on this behaviour. The MPC aims to keep the relative distance within a safe range by 
controlling the acceleration. The outcome of the system is compared to the behaviour of 
real drivers with comparable beginning conditions to evaluate the performance of the 
developed controller. The simulation findings demonstrate that the MPC controller behaves 
considerably more safely than real drivers and can give passengers with a pleasant ride. 

 

[5] discussed that Because in order to stay successful in a competitive market, a leasing firm 
must provide a competitive lease price. It is important to forecast the future price of a used 
automobile in order to establish the correct pricing. The lease price might be set to meet the 
car's value degradation if the depreciation is known. Multiple linear regression analysis is a 
frequently used method for price prediction. However, there are several elements that 
influence the pricing, making this critical duty difficult. For high-dimensional data, the 
conventional regression technique may not be appropriate. Support Vector Regression, a 
contemporary data mining approach that is independent of input dimension, will be used to 
solve this possible problem. The accuracy of the predictions will next be compared to the 
statistical regression model. In specifically, using principles from the field of evolutionary 
search, a fully automated technique for adjusting and implementing SVR is created. The 
entire machine learning experiment is based on real-world data from a major German 
automobile manufacturer. 

 

[6] discussed that for long-term forecasting of automobile ownership, an econometric 
technique is developed. It is compared to other well-known techniques. It is based on 
estimates of the percentage of family income spent on automobile purchases, as well as an 
analysis of car pricing and stock. The technique provides a reasonable approximation of 
previous levels of automobile ownership in the United Kingdom, as well as a prediction that 
is comparable to Tanner's for the next 15 years. However, Mogridge forecasts a higher 
saturation level and, as a result, a larger eventual automobile population in the future. 

 

[7] discussed that a design support system is developed in this work that can be integrated 
into the car side silhouette design tools and can estimate the drag coefficient of a given 
silhouette. This task is typically performed via two manners: namely wind tunnel testing 
and computational fluid dynamics (CFD) simulations. Due to the high computational cost 
for these two approaches, it is impractical to employ them during the silhouette conceptual 
design stage in a real time. Therefore, a mathematical model is obtained in this study for the 
drag coefficient estimation of a given silhouette. First, the desired number of silhouettes are 
generated via a generative design (silhouette sampling) technique so that the silhouettes are 
evenly distributed in the silhouette design space. Each silhouette is then tested 
via computational fluid dynamics simulations, and their corresponding drag coefficients 
(CDs) are obtained. A training dataset is formed with the silhouette geometries and CDs of 
the silhouettes, and a mathematical model that can estimate the drag coefficient (CD) of a 
silhouette is finally obtained via principal component analysis (PCA) followed by 
regression/neural network methods. These three steps are repeated until a desired level of 
reliable mathematical model is obtained. Finally, three generative design test cases are 
illustrated based on the mathematical model obtained to predict CD of a given silhouette. 



 

 
 

CHAPTER-3 
Data Set 

 
 
A data set (or data set) is a collection of interrelated data, usually presented in tabular form. 
Each variable's details are stored in columns and each row represents the corresponding 
record. The dataset can contain data for one or more items, depending on the number of 
rows. Each entity is called DATUM.  
 
For example, in our dataset we had Manufacturer name, Model, Vehicle type, Sale number, 
Fuel type as our columns, which basically represents our variable’s detail. and each 
record/data is accommodated in the single row. 
 
For this project, we had employed datasets from many different sources and many different 
authors, analyzed it, processed it into a single dataset upon which our model is trained.  
 

 
Figure 1: Source datasets 1 



 

 
 

Figure 2: Source datasets 2 
 
 
 

 
 

Figure 3: Source datasets 3 



 

 
 

Figure 4: Source datasets 4 
 
 
 

 
Figure 5: Source datasets 5 

 
 



 

 
 

Figure 6: Source datasets 6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

CHAPTER-4 
Linear Regression 

 
 
 
Linear Regression, a field of Statistics, is a Linear Approach for modeling the relationship 
between the Input and Output Variables. This is a widely used Concept of Machine 
Learning yet simple and effective. In this the relationship are modeled using a linear 
predictor function and Line of Best Fit is then generated. This line is then used to predict the 
output/unknown parameter. 
 
There are two types of Linear Regression Technique:- 

1. Simple Linear Regression 
2. Multiple Linear Regression 

 
In Simple Linear Regression, we find the relationship between a single independent 
variable (input) and a corresponding dependent variable (output). This can be expressed in 
the form of a straight line, also called line of Best Fit. 
The Equation of Simple Linear regression is : 

Y=B0+B1X+C 
Y represents the Output/Dependent Variable. 
B0  & B1  represents the intercept and slope coefficient respectively 
C represents the Error term. 
 
In Multiple Linear Regression, we find the relationship between 2 or more independent 
variables (inputs) and the corresponding dependent variable (output) as per the best fit. The 
independent variables can be continuous or categorical depending on the user’s need. 
 
The Equation of Mutiple Linear regression is : 
 

Y=B0+B1X1 +B2X2 + B3X3+ ….+C 
 

Y represents the Output/Dependent Variable. 
B0, B1  represents slope coefficient respectively 
X1,X2 represents Predictor Variable 
C represents the Error term. 
 
 
 
 
 
 

 



 

 
CHAPTER-5 
Model Design 

 
 

 
 

Figure 7: Model Design 



 

 
CHAPTER-6 

Module Description 
 
 

In the Project, to train my model I am using two Regression Models, the Linear Regression 
model and the Lasso Regression Model, which are part of the linear model of the sklearn 
library. The other libraries used in the project are pandas, NumPy, Matplotlib, Seaborn, and 
metrics and preprocessing from sklearn. Now let’s see each of these libraries one by one:- 
 
NumPy is a Python library used for operating with multi-dimensional arrays. It additionally 
has capabilities for operating in the area of linear algebra, Fourier transform, and matrices. 
 
Pandas is a software program library written for the Python programming language for 
statistics manipulation and analysis. In particular, it gives statistics systems and operations 
for manipulating numerical tables and time series. 
 
Seaborn is a remarkable visualization library for statistical picture plotting in Python. It 
gives stunning default patterns and color palettes to make statistical plots more attractive. It 
is constructed at the pinnacle of the Matplotlib library and additionally intently included in 
the data structures from pandas. Seaborn targets to make visualization the principal 
component of exploring and know-how statistics. 
 
 

 
 

Figure 8 : Libraries Used in the Project 
 
 



 

Matplotlib is a popular visualization library in Python for 2D plots of arrays. Matplotlib is a 
multi-platform statistics visualization library constructed on NumPy arrays. 
 
Lasso stands for Least Absolute Shrinkage and Selection Operator. It is a type of Linear 
Regression Model that shrinks the data value towards a central point like mean. 

 

 
 

Figure 9 : Training the Model with Lasso Regression 
 
 



 

 
 

Figure 10 : Training the Model with Linear Regression 
 
Here in the above pictures of code, we first initialized the model into the respective variable 
which is named lasso_reg_model and lin_reg_model. We then fit the training input and 
output into the data. After the model is trained (i.e fitted) with the training data, it's time to 
evaluate the model. First, we evaluate the model with the training data and then with the test 
data. To assess our model for accuracy, we find the R2 error of the model. In a regression 
model, the R2 score also called the coefficient of determination is the statistical measure of 
the accuracy of the model that shows how much variance in a dependent variable is 
explained by the independent variable(s). 
 
 
 
 
 



 

Exploratory Analysis 
 
Now coming to the data preprocessing step of our Project, as earlier mentioned that in our 
project we had taken datasets from multiple sources so integrating them into a single entity 
was one of the most painful and time-consuming steps of the project. Here, we analyzed all 
the different aspects that could be considered so that our model could predict with greater 
accuracy. 
 

 
Figure 11 : Importing the Datasets 



 

 
 

Figure 12 :Exploring datasets from different sources 
 



 

 
 

Figure 13 : Exploring datasets from different sources 
 
 



 

After a great deal of time, we concluded that on these parameters, we could train our model 
so that our model could generate the expected results. These attributes are the name of the 
car, year of manufacturing, Fuel type it uses such as petrol, diesel, etc, what is the Market 
Price of the car, who is Manufacturer of the car, what is the average mileage of the car, and 
what is the transmission mode-  automatic or manual. 

 

 
 

Figure 14 : Selected Attributes for our model 
 
 
So, after jotting down the parameters around which our model would be built, we moved 
forward with the preprocessing of the data. 
 
Dataset Preprocessing 
 
Dataset preprocessing is the process of cleaning up the data so that it can be given to our 
model and the model trains on it without any hindrance. In this step, we adapted many 
different techniques to get the desired data. Among them, was to segregate the year of 
manufacture from the date and month of manufacture as shown below. We did this by 
splitting the column using the str. split() function and splitting it whenever we found the ‘/’ 
symbol. Similarly, we split many different columns to extract the meaningful data from it. 
 



 

 
 

Figure 15 : Splitting the Year columns 
 

 
 

Figure 16 : Splitting the Car Name column 
 
Another analysis part was to drop the columns which was not an essential part of our 
prediction so that we get what is required by the model. 
 

 
Figure 17 : Deleting the columns which are not required 

 
 



 

 
 

Figure 18 : Deleting the columns which are not required 
 
 
Next, we renamed the columns to a common name so that there might not be any 
mismatch of columns during concatenating all the data frames into a single data 
frame. The common names of all the columns are – Name, Manufacturer, Price, 
Mileage, Year, Fuel, Transmission. 

 

 
Figure 19 : Sample Final Dataset made 

 
 

 
Figure 20 : Renaming the df7 column 

 

 
 

Figure 21 : Renaming the df6 column 
 



 

 
 

Figure 22 : Operations on df4 
 

Now inline is one of the most important steps to solve for the categorical value, which is 
called Encoding the Categorical values. In this step, we convert all the categorical values to 
the corresponding numerical values. For example in the code snippet below, I have encoded 
the Fuel categorical values, according to different values, such as petrol is coded as 0, diesel 
is encoded as 1, so this value is substituted wherever these names are present. There are two 
methods to perform this operation, first by the manual method as seen in figure 19, other is 
my using LabelEncoder() function of preprocessing from sklearn as in figure 20. 
 

 



 

Figure 23 : Encoding Categorical value by Manual Method 
 

 
Figure 24 :  Encoding Categorical value by LabelEncoder() function. 

 
 
 
 
 
Data Set Split 
 
This is the last step before the model is trained, it is called so because in this step we split 
the dataset into two halves- the training and testing dataset. We have kept the testing data 
20% of the original dataset which is 23237 rows. This Train dataset is used to train the 
model and the test part is used to check the accuracy of the model. 

 



 

 
Figure 25 : Train- Test Split. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
CHAPTER-7 

Results 
 
The model predicted quite well in the case of Linear Regression the training data with an 
R2-score 0.17130651180824064 while in the case of test data it was 0.17836986214106343. 
The Graph of the prediction and the Z-Score is as follows: 

 

 
 

Figure 26 :  Result of Linear Regression on Training Data 
 

 
 



 

 

 
 

Figure 27 :  Result of Linear Regression on Testing Data 
 

 
In the case of Lasso Regression, the R2-score is 0.17130651180690104 on training data 
and   0.17836978200409426 on the test data which is quite good. 



 

 
Figure 28 : Result of Lasso Regression on Training Data 

 

 
 

Figure 29 :  Result of Lasso Regression on Testing Data 



 

CHAPTER-8 
Conclusion 

 
It was an exciting Project to work on, through this project I was able to understand what it 
takes for a data scientist of a car manufacturing firm to be able to analysis the market for a 
good car to be released as per the demands. Although poor dataset availability in this field, I 
was able to extract the present dataset of second hand cars and use it to predict the market 
value of the new car. 
 
Though it was all from my side, but there are many scope of improvements in this project. 
If in future a more reliable and variety of  dataset is available to us, we would also analyze 
different aspects like colour of car, state of sale of car, type of car, top speed of car, total 
sales of car and many more.  
 
Also this project can be integrated to front end section to create a user friendly interface, 
where users can find the right car for themselves or for the firm owners where they can see 
if the car which they are planning to release would be a boom or crash in the market. The 
model in future will become more accurate as more datasets will be provided to it. The 
model can also be used to learn itself from the queries of the customer as well as can 
conduct the important analysis of the market demand which would a major boost for the 
manufacturing firm.  
 
Through this Project, I was able to learn many new concepts which is commonly used in the 
field of Data Analysis. I was able to implement all of the features on my own and it is first 
major success in my career as a Data Scientist.  
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Abstract:  
 
Automobile Manufacturing is one of the most sophisticated 
sets of processes in the World. And for the automobile to be 
Successful in the market, it requires an extensive amount of 
work to be done in the field of Market Analysis. This is an 
area of major concern for companies.  So, we decided to use a 
Machine Learning model that would predict based on the 
history of the Cars Manufactured in India. We analyzed the 
trend of Market demand and build a predictive model that 
would predict that whether a car would be successful in the 
market or not. Many other factors could be predicted using 
the analysis such as which car colour and type of car should 
the manufacturer build to maximize sales. There is also a 
"User Section", wherein the customer can check if the car is 
value for money, or wait for a more suitable car to be 
available in the market, which can also predict the price of a 
new car based on the brand name and other features.  

Here we have used a Linear Regression technique to build a 
Machine Learning model. This model is trained on multiple 
datasets collected from different sources which are then 
analyzed and processed to obtain desired results. Thus this 
paper is a very handy tool for both manufacturers and 
customers. Since this business of car manufacturing is 
unceasing, hence the process of data generation is also never-
ending. This paper’s accuracy will get better with time as 
more data is available. 
 
Keywords— PREDICTIVE SYSTEM, CAR MARKET, 
Machine Learning,  

1. Introduction 
 
Automobile Manufacturing is one of the most painful process 
for the car Manufactures in terms of both labour and financial. 
But if automobile is not well received in the market, the pain 
and the treasure is lost. For example, for production of new 
car the company has to setup whole production unit along 
with its lifeline i.e. Workers. But what if its sales are low or 
what if the car doesn’t match the standards of the population 
for which the car is manufactured, the whole ecosystem and 
the hard work goes to vain. 
 
So we decided to come up with a model that would be a boon 
to this type situation. We have collected automobiles dataset 
of different companies from different sources, analysed and 
processed it to obtain the information, upon which our 

machine learning model is trained. The model is based on 
Linear Regression technique. The manufacturer could extract 
from it which type of car to be manufactured, what would be 
the most prominent colour, what would be transmission type, 
fuel type, etc. 
 
Apart this there is a “Customer Section”, wherein customer 
can check if the car present in the market is value for money 
or not. or if any other car is due in the market as per the 
history of the automobiles manufactured.  
 
The Whole Paper is divided into the 5 parts :- 
 

 Data Collection 

 Data understanding and exploration 

 Data cleaning 

 Data preparation 

 Model building and evaluation 

 
2. Literature survey 

 
A predictive system for car fuel consumption using a back-
propagation neural network has three components: an 
information gathering system, a fuel consumption forecasting 
algorithm, and a performance assessment system. Although 
there are many factors that influence a car's fuel consumption 
in a practical drive procedure, the impact factors for fuel 
consumption in the current system are simply determined as 
the make of the car, engine style, vehicle type, weight of the 
car, and transmission system type. An artificial neural 
network with back-propagation neural network has a learning 
capability for automobile fuel consumption prediction to test 
the effect of the proposed predictive system in the fuel 
consumption forecasting. The results of the prediction showed 
that the proposed neural network system is successful in 
predicting fuel consumption and that its performance is 
adequate  [1]. 

A high-interest study topic has been automobile price 
prediction, as it necessitates significant effort and expertise 
on the part of the field expert. For a trustworthy and accurate 
forecast, a large number of unique attributes are considered. 
They utilised three machine learning approaches to create a 
model for forecasting the price of secondhand automobiles in 
Bosnia and Herzegovina (Artificial Neural Network, Support 
Vector Machine and Random Forest). However, the 
approaches suggested were used in a group setting [2]. 

 



 

Their study looks at how sentiment analysis and Google trends 
data may be used to anticipate automobile sales. Previous 
study has proven the utility of both approaches for sales 
forecasting, but the findings of current research for forecasting 
the sales of high-involvement items such as vehicles are more 
equivocal. In this study, linear regression models are used to 
evaluate over 500,000 social media postings for eleven 
automobile models on the Dutch market. In addition, the 
results of this study are compared to the prediction capacity of 
Google Trends. The findings reveal that while social media 
emotions have limited predictive value when it comes to 
automobile sales, Google Trends data and social mention 
volume show substantial results and may be combined into a 
useful prediction model. The automotive industry may utilise 
decision tree regression to build a prediction model with 
temporal delays that can be employed in addition to standard 
forecasting approaches [3]. 

The MPC predicts the future behaviour of the leader vehicle 
(LV) based on the relative distance and relative acceleration of 
each instant, and the acceleration of the follower vehicle (FV) 
is regulated based on this behaviour. The MPC aims to keep the 
relative distance within a safe range by controlling the 
acceleration. The outcome of the system is compared to the 
behaviour of real drivers with comparable beginning conditions 
to evaluate the performance of the developed controller. The 
simulation findings demonstrate that the MPC controller 
behaves considerably more safely than real drivers and can 
give passengers with a pleasant ride [4]. 

Because in order to stay successful in a competitive market, a 
leasing firm must provide a competitive lease price. It is 
important to forecast the future price of a used automobile in 
order to establish the correct pricing. The lease price might be 
set to meet the car's value degradation if the depreciation is 
known. Multiple linear regression analysis is a frequently used 
method for price prediction. However, there are several 
elements that influence the pricing, making this critical duty 
difficult. For high-dimensional data, the conventional 
regression technique may not be appropriate. Support Vector 
Regression, a contemporary data mining approach that is 
independent of input dimension, will be used to solve this 
possible problem. The accuracy of the predictions will next be 
compared to the statistical regression model. In specifically, 
using principles from the field of evolutionary search, a fully 
automated technique for adjusting and implementing SVR is 
created. The entire machine learning experiment is based on 
real-world data from a major German automobile 
manufacturer [5]. 

The Prediction of Car Ownership” discussed that for long-
term forecasting of automobile ownership, an econometric 
technique is developed. It is compared to other well-known 
techniques. It is based on estimates of the percentage of family 
income spent on automobile purchases, as well as an analysis 
of car pricing and stock. The technique provides a reasonable 
approximation of previous levels of automobile ownership in 
the United Kingdom, as well as a prediction that is comparable 
to Tanner's for the next 15 years. However, Mogridge forecasts 
a higher saturation level and, as a result, a larger eventual 
automobile population in the future [6]. 

 
3. Design & Implementation 

 
3.1  Data Set 
 
A data set (or data set) is a collection of data, usually presented 

and each row represents the corresponding record. The dataset 
can contain data for one or more items, depending on the 
number of rows. Each entity is called DATUM.  

 
For example, in our dataset we had Manufacturer name, Model, 
Vehicle type, Sale number, Fuel type as our columns, which 
basically represents our variable’s detail. and each record/data is 
accommodated in the single row. 
 
For this paper, we had employed datasets from many different 
sources and many different authors, analyzed it, processed it into 
a single dataset upon which our model is trained.  

 

 
Figure 1: Source datasets 1 

 

 
 

Figure 2: Source datasets 2 

 
3.2  Linear Regression 

 

Linear Regression, a field of Statistics, is a Linear Approach for 
modeling the relationship between the Input and Output 
Variables. This is a widely used Concept of Machine Learning 
yet simple and effective. In this the relationship are modeled 
using a linear predictor function and Line of Best Fit is then 
generated. This line is then used to predict the output/unknown 
parameter. 
 
There are two types of Linear Regression Technique:- 

1. Simple Linear Regression 
2. Multiple Linear Regression 

In Simple Linear Regression, we find the relationship between a 
single independent variable (input) and a corresponding 
dependent variable (output). This can be expressed in the form 
of a straight line, also called line of Best Fit. 



 

Y=B0+B1X+C 
Y represents the Output/Dependent Variable. 
B0  & B1  represents the intercept and slope coefficient 
respectively 
C represents the Error term. 
 
In Multiple Linear Regression, we find the relationship 
between 2 or more independent variables (inputs) and the 
corresponding dependent variable (output) as per the best fit. 
The independent variables can be continuous or categorical 
depending on the user’s need. 
 
The Equation of Mutiple Linear regression is : 

Y=B0+B1X1 +B2X2 + B3X3+ ….+C 
 

Y represents the Output/Dependent Variable. 
B0, B1  represents slope coefficient respectively 
X1,X2 represents Predictor Variable 
C represents the Error term. 
 
3.3 Model Design 

 

 
 

Figure 3: Model Design 

 
4. Module Description 

 
In the paper, to train my model I am using two Regression 
Models, the Linear Regression model and the Lasso Regression 
Model, which are part of the linear model of the sklearn library. 
The other libraries used in the paper are pandas, NumPy, 
Matplotlib, Seaborn, and metrics and preprocessing from 
sklearn. Now let’s see each of these libraries one by one:- 
 
NumPy is a Python library used for operating with multi-
dimensional arrays. It additionally has capabilities for operating 
in the area of linear algebra, Fourier transform, and matrices. 
 
Pandas is a software program library written for the Python 
programming language for statistics manipulation and analysis. 
In particular, it gives statistics systems and operations for 
manipulating numerical tables and time series. 
 
Seaborn is a remarkable visualization library for statistical 

color palettes to make statistical plots more attractive. It is 
constructed at the pinnacle of the Matplotlib library and 
additionally intently included in the data structures from pandas. 
Seaborn targets to make visualization the principal component of 
exploring and know-how statistics. 
 
Matplotlib is a popular visualization library in Python for 2D 
plots of arrays. Matplotlib is a multi-platform statistics 
visualization library constructed on NumPy arrays. 
 

 
Figure 4 : Libraries Used in the Paper 

Lasso stands for Least Absolute Shrinkage 
and Selection Operator. It is a type of Linear Regression Model 
that shrinks the data value towards a central point like mean. 
 

 
Figure 5 : Training the Model with Lasso Regression 

 

 
Figure 6 : Training the Model with Linear Regression 

Here in the above pictures of code, we first initialized the model 
into the respective variable which is named lasso_reg_model and 
lin_reg_model. We then fit the training input and output into the 
data. After the model is trained (i.e fitted) with the training data, 
it's time to evaluate the model. First, we evaluate the model with 
the training data and then with the test data. To assess our model 
for accuracy, we find the R2 error of the model. In a regression 
model, the R2 score also called the coefficient of determination 



 

how much variance in a dependent variable is explained by the 
independent variable(s). 

 
Exploratory Analysis 
 
Now coming to the data preprocessing step of our Paper, as 
earlier mentioned that in our paper we had taken datasets from 
multiple sources so integrating them into a single entity was one 
of the most painful and time-consuming steps of the paper. Here, 
we analyzed all the different aspects that could be considered so 
that our model could predict with greater accuracy. 

 
Figure 7 : Importing the Datasets 

 
 

5. Dataset Preprocessing 
 
Dataset preprocessing is the process of cleaning up the data so 
that it can be given to our model and the model trains on it 
without any hindrance. In this step, we adapted many different 
techniques to get the desired data. Among them, was to 
segregate the year of manufacture from the date and month of 
manufacture as shown below. We did this by splitting the 
column using the str. split() function and splitting it whenever 
we found the ‘/’ symbol. Similarly, we split many different 
columns to extract the meaningful data from it. 

 
 

Figure 8 : Sample Final Dataset made 
Data Set Split 
 
This is the last step before the model is trained, it is called so 
because in this step we split the dataset into two halves- the 
training and testing dataset. We have kept the testing data 20% 
of the original dataset which is 23237 rows. This Train dataset is 
used to train the model and the test part is used to check the 
accuracy of the model. 
 

 
 

Figure 9 : Train- Test Split. 
 

6. Results 
 
The model predicted quite well in the case of Linear Regression 
the training data with an R2-score 0.17130651180824064 while 
in the case of test data it was 0.17836986214106343. The Graph 
of the prediction and the Z-Score is as follows: 
 
 

 
 

Figure 10 :  Result of Linear Regression on Training Data 
 



 

 
Figure 11 :  Result of Linear Regression on Testing Data 

 
 
 
In the case of Lasso Regression, the R2-score 
is 0.17130651180690104 on training data 
and   0.17836978200409426 on the test data which is quite good. 
 
 

 
Figure 12 : Result of Lasso Regression on Training Data 

 

 
Figure 13 :  Result of Lasso Regression on Testing Data 

 
7. Conclusion 

 
In this paper I was able to understand what it takes for a data 
scientist of a car manufacturing firm to be able to analysis the 
market for a good car to be released as per the demands. 
Although poor dataset availability in this field, I was able to 
extract the present dataset of second hand cars and use it to 
predict the market value of the new car. 
 
Though it was all from my side, but there are many scope of 
improvements in this paper. If in future a more reliable and 
variety of  dataset is available to us, we would also analyze 
different aspects like colour of car, state of sale of car, type of 
car, top speed of car, total sales of car and many more.  
 
Also this paper can be integrated to front end section to create a 
user friendly interface, where users can find the right car for 
themselves or for the firm owners where they can see if the car 
which they are planning to release would be a boom or crash in 
the market. The model in future will become more accurate as 
more datasets will be provided to it. The model can also be used 
to learn itself from the queries of the customer as well as can 
conduct the important analysis of the market demand which 
would a major boost for the manufacturing firm.  
 
Through this Paper, I was able to learn many new concepts 
which is commonly used in the field of Data Analysis. I was able 
to implement all of the features on my own and it is first major 
success in my career as a Data Scientist.  
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